Identifying Differentially-Expressed Genes via Weighted Rank Aggregation
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Abstract—Identifying differentially-expressed genes is an important problem in gene expression analysis, since these genes, exhibiting sufficiently different expression levels under distinct experiment conditions, could be critical for tracing the progression of a disease. In a microarray study, genes are usually sorted in terms of their differentiation ability with the more differentially expressed genes being ranked higher in the list. As more microarray studies are conducted, rank aggregation becomes an important means to combine such ranked gene lists in order to discover more reliable differentially-expressed genes.

In this paper, we study a novel weighted gene rank aggregation problem whose complexity is at least NP-hard. To tackle the problem, we develop a new Markov-chain based rank aggregation method called Weighted MC (WMC). The WMC algorithm makes use of the rank-based weight information to generate the transition matrix, and then outputs an aggregated order that better facilitates the effect of the weighted distance functions. Extensive experiments on the real biological datasets show that our approach is more efficient in aggregating long gene lists. Importantly, the WMC method is much more robust for identifying biologically significant genes compared with the state-of-the-art methods.
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I. INTRODUCTION

Identifying genes that exhibit sufficiently different expression levels under distinct experiment conditions (e.g., diseased vs. normal tissues) is an important problem in gene expression analysis. Such differentially expressed genes are critical for studying the progression of a disease, since the difference indicates that the functionalities of the genes may have been altered at a particular disease stage.

As microarray technologies advance, extensive studies have been done to identify differentially expressed genes for various diseases [1]–[5]. However, due to different experimental platforms, biological techniques, and many other factors, even when the experiments are designed for achieving the same research goal (e.g. for studying the same disease), the identified differentially expressed genes may vary from study to study. The high variability of the experiment results obtained from different studies motivates researchers to combine the studies in order to obtain more “reliable” findings [6], [7]. While it is well recognized that combining the raw gene expression data is too difficult due to the incomparability of the measurements of gene expression across studies, the ranked gene lists produced by different studies in terms of the differentiation abilities of genes are more comparable [8]. Motivated by this observation, DeConde et al. [6] first formulated the problem of identifying the differentially expressed genes as a rank aggregation problem, which takes the ranked gene lists obtained from individual microarray studies as input and generate an aggregated gene list. The extended Kendall’s tau distance for top-k lists [9] is adopted to measure the distance between the gene lists. Later, Lin [7], [10] also studied the problem of using rank aggregation to identify differentially expressed genes, and adopted the same formulation as that of DeConde et al.

The gene list obtained from a single microarray study usually contains up to thousands of genes. However, due to the complexity of biological validation, only the top-rated genes will be further checked to see whether or not they are biologically significant [6], [11], i.e., validated to be important for a certain disease. Therefore, through combining the gene lists from different studies, we expect that the aggregated gene list be more “reliable” than every input one, in the sense that more top-rated genes in the aggregated gene list are biologically significant. From this viewpoint, we can say that a gene list that minimizes its disagreement with the gene lists of other studies, especially among the top-rated genes, is a more “reliable” result.

However, the extended Kendall’s tau distance adopted by DeConde et al. only counts the number of discordant gene pairs between two gene lists but ignores the ranks of the genes in the lists. Therefore, the disagreements among the top-rated genes and among the low-rated genes are treated with equal importance. In order to overcome the limitations of the above distance measure, we define two new distance functions, respectively called weighted Kendall’s tau and weighted Spearman’s footrule, both of which regard the disagreements among the top-rated genes to be more critical than those among the low-rated genes. Accordingly, we formulate the weighted rank aggregation problem (WRA) by adopting the proposed weighted distance functions.

Various rank aggregation methods have been applied to
aggregate the gene lists in order to identify differentially expressed genes. Among them, the Markov Chain (MC) based methods have shown their advantages in aggregating very few but long lists [12], which well conforms to the nature of the gene rank aggregation problem. DeConde et al. [6] considered two MC-based methods to aggregate the ranked gene lists, which leads to the identification of several biologically significant genes. We take advantage of the MC technique, and propose a new MC-based method called Weighted MC (WMC). The WMC method essentially determines the transition probability from one gene to another by incorporating the rank-based information, so that it better facilitates the effect of the weighted distance functions. Extensive experiments on the real biological datasets show that the WMC method is more efficient in aggregating long gene lists, and it is also more robust for identifying biologically significant genes, in the sense that these genes are constantly top-rated in the aggregated orders.

The rest of the paper is organized as follows. We first define some concepts and notations in Section II. Then, we propose the new weighted distance functions and formulate the WRA problem in Section III. An efficient MC-based method called WMC is presented in Section IV. Extensive experimental studies using the real biological datasets are conducted in Section V. Finally, we present the related work in Section VI, and conclude the paper in Section VII.

II. PRELIMINARIES

We now introduce the basic notations that are used throughout the paper.

Definition 2.1: (Linear Order) Given a set of items \( T = \{ t_1, \ldots, t_n \} \), a linear order \( O \) of \( T \) is a binary relation on \( T \), where the relation satisfies the properties of antisymmetry, transitivity and totality. We call \( T \) the associated itemset of \( O \) and denote by \( O(t_i) \) the rank of item \( t_i \) in \( O \).

We may simply write \( O = [t_{i_1} \succ \cdots \succ t_{i_m}] \), where the ordered pair \( "t_k \succ t_s" \) means that \( t_k \) is preferred to \( t_s \). In particular, the rank of the most preferred item in \( O \), i.e., \( t_{i_1} \), is 1. Suppose there is a set of linear orders \( \{ O_1, \ldots, O_m \} \), and their corresponding associated itemsets are \( T_1, \ldots, T_m \), which are not necessarily to be identical. A union itemset is given by \( T = \bigcup_i T_i \). As \( T_i \subset T \), we say that \( O_i \) is an incomplete linear order with respect to \( T \). In practice, different microarray experiments usually monitor different sets of genes [6]. Let \( T \) represent the union gene set which contains all the genes that appear in at least one ranked gene list produced by a particular study. A single gene list thus may not contain all the genes in \( T \), and it can be regarded as an incomplete linear order with respect to \( T \).

III. WEIGHTED DISTANCE FUNCTIONS

In this section, we define the new weighted Kendall’s tau and weighted Spearman’s footrule distance functions to realize the following two goals.

Goal 1: The disagreement among top-rated items should be more critical than the disagreement among low-rated items.

Goal 2: The consistency among top-rated items should be more important than the consistency among low-rated items.

Before proposing the weighted distance functions, we first define a rank-based weight function as follows:

\[
w(r) = e^{-\alpha r} = e^{-\alpha(r-1)},
\]

where \( r \) is the rank of item in the order and \( \alpha \) is a small positive constant that controls how rapidly the weight \( w \) decreases as \( r \) increases. The weight function is monotonically decreasing, and is normalized by the largest value \( e^{-\alpha} \), which is shown in Figure 1 with different \( \alpha \) values.

A. Weighted Kendall’s tau

We make use of the above rank-based weight function to define the penalties for all the disagreements between two incomplete linear orders, and accordingly propose our new weighted Kendall’s tau distance function.

We consider two types of disagreements between two orders: the ordering disagreement and the existence disagreement. An item pair, existing in both orders, is said to cause an ordering disagreement if their ordering relationships in two orders disagree. An item existing in one order but not in the other is said to cause an existence disagreement. We define the penalties for these two types of disagreements as follows. Suppose there are two linear orders \( O_1 \) and \( O_2 \) with the associated itemsets respectively to be \( T_1 \) and \( T_2 \). Let \( T \) be the union of \( T_1 \) and \( T_2 \), i.e., \( T = T_1 \cup T_2 \).

- Ordering disagreement (\( K^o_{i,j} \)): For a pair of items \( t_i, t_j \in (T_1 \cap T_2) \), if the ordering relationships between \( t_i \) and \( t_j \) are different in \( O_1 \) and \( O_2 \), the penalty caused by \( (t_i, t_j) \) is given by

\[
K^o_{i,j}(O_1, O_2) = w(r^*),
\]

where \( r^* = \min\{O_1(t_i), O_1(t_j)\} + \min\{O_2(t_i), O_2(t_j)\} \). The disagreement is emphasized by setting the weight using the smaller ranks of the pair of items in the orders. If the ordering relationship between \( t_i \) and \( t_j \) are the same in \( O_1 \) and \( O_2 \), the penalty is 0. This idea can be uniformly represented as:

\[
K^o_{i,j}(O_1, O_2) = w(r^*)I[(O_1(t_i) - O_1(t_j))(O_2(t_i) - O_2(t_j)) < 0],
\]

where \( I \) is the indicator function.

Figure 1. The rank-based weight function
where \( I[\cdot] \) is the indicator function. If the ordering disagreement happens among genes with smaller ranks, the \( r^* \) value will be smaller and accordingly a larger weight is counted, which satisfies Goal 1.

- **Existence disagreement (\( K^e \)):** For an item \( t_i \in (T - (T_1 \cap T_2)) \), since it exists in one order but is absent in the other, we define the penalty for its existence disagreement as follows:

\[
K_i^e(O_1, O_2) = \sum_{t_i, t_j \in (T_1 \cap T_2)} K_{i,j}^e(O_1, O_2) + \sum_{t_i \in (T - (T_1 \cap T_2))} K_i^e(O_1, O_2).
\]

If \( t_i \) gets a smaller rank in one order, i.e., top-rated, a larger penalty should be counted for its absence in the other order. Counting a large penalty for the existence disagreement of an item with small rank encourages other items that appear in both orders be ranked higher, which conforms to Goal 2.

Summing up the penalties of all possible disagreements, the weighted Kendall’s tau distance between \( O_1 \) and \( O_2 \), denoted as \( K(O_1, O_2) \), is defined as:

\[
K(O_1, O_2) = \sum_{t_i, t_j \in (T_1 \cap T_2)} K_{i,j}^e(O_1, O_2) + \sum_{t_i \in (T - (T_1 \cap T_2))} K_i^e(O_1, O_2).
\]

**B. Weighted Spearman’s footrule**

We similarly consider the ordering disagreement and the existence disagreement, and define the weighted Spearman’s footrule distance function between two linear orders \( O_1 \) and \( O_2 \), which is denoted as \( S(O_1, O_2) \).

- **Ordering disagreement:** For an item \( t_i \in (T_1 \cap T_2) \), the penalty is defined as

\[
S_i^o(O_1, O_2) = w(r^*)[O_1(t_i) - O_2(t_i)].
\]

where \( r^* = \min\{O_1(t_i), O_2(t_i)\} \). \( |O_1(t_i) - O_2(t_i)| \) is the difference between the ranks of \( t_i \) in \( O_1 \) and \( O_2 \), which is additionally weighted by the location of \( t_i \) in the orders. The smaller rank \( t_i \) has in either of the orders, a larger weight is counted.

- **Existence disagreement:** For an item \( t_i \in T - (T_1 \cap T_2) \), we define the penalty for its existence disagreement as:

\[
S_i^e(O_1, O_2) = \sum_{t_i \in (T_1 \cap T_2)} S_{i,j}^e(O_1, O_2) + \sum_{t_i \in (T - (T_1 \cap T_2))} S_i^e(O_1, O_2).
\]

**C. Weighted Rank Aggregation**

Having defined the weighted distance functions, we now formulate the weighted rank aggregation problem as follows.

**Definition 3.1: (Weighted Rank Aggregation (WRA)):** Given a set of linear orders \( \{O_1, \ldots, O_m\} \) with \( T = \bigcup T_i \), we aim to find a linear order \( O^* \) of \( T \) such that

\[
\sum_{i=1}^m D(O^*, O_i) \text{ is minimized,}
\]

where \( D \) is the distance function, and it can either be the weighted Kendall’s tau \( K \) or the weighted Spearman’s footrule \( S \).

**Complexity Note.** The WRA problem adopts the weighted Kendall’s tau distance function. Thus, if we set the weight function to be a constant, say \( w(r) = 1 \), and require that all the input orders contain the same set of items, the WRA problem is reduced to the Kendall-optimal rank aggregation problem, which is known to be NP-hard [12]. Thus, the WRA problem is at least NP-hard.

**IV. ALGORITHM**

In this section, we propose a new Markov chain method called **Weighted Markov Chain (WMC)** and present an algorithm that takes both the ordering relationship and the rank-based weight of items to construct the transition matrix.

**A. Constructing Transition Matrices**

Figure 2 shows the algorithm called TRANSMATRIX, which constructs the transition matrix from an input set of linear orders. Given a set of linear orders, and the weight parameter \( \alpha_w \) used for computing the weight by Equation (1), we construct a \(|T|\)-by-\(|T|\) transition matrix \( M \), where \( T \) consists of all the items appearing in the input orders, and each entry \( M(t_i, t_j) \) corresponds to the probability that the Markov-chain process transfers from state (i.e., item) \( t_i \) to state \( t_j \) (Lines 1-2). The construction of the transition matrix can be accomplished by the following three steps.

**Step One:** We first impose on \( M \) the probability induced from the ordering relationship between every pair of items (Lines 3-6). For a pair of items \( t_i \) and \( t_j \) which co-occur in at least one input order, the probability that \( t_i \) transfers to \( t_j \) should intuitively be proportional to the weight with which the ordering relationship \( t_j \succ t_i \) is supported. For a specific order \( O_k \), the weight with which \( O_k \) supports \( t_j \succ t_i \) is \( w(O_k(t_j)) \). Thus, the weight with which the relationship \( t_j \succ t_i \) is supported is (Line 4):

\[
M^*(t_i, t_j) = \sum_{k:O_k(t_j)<O_k(t_i)} w(O_k(t_j)).
\]

Then, the entry \( M(t_i, t_j) \) is determined by (Line 5)

\[
M(t_i, t_j) = \frac{M^*(t_i, t_j)}{M^*(t_i, t_j) + M^*(t_j, t_i)}.
\]

**Step Two:** We consider the probability that every item should stay in its own state during the transition. We compute a rank-based weight for each item, and the larger the weight is, the more probable the item is to transfer to itself (Lines 7-14). We first obtain the set of ranks that \( t_i \) has in the input orders, and call the set the rank profile of \( t_i \), denoted as \( P(t_i) \) (Line 8). To combat the influence of noise that \( t_i \) is placed with exceptional ranks in some orders, we take the median of the ranks in \( P(t_i) \), denoted as \( r_m(t_i) \),
C. Comparisons with MC4 and MCT

We conduct a series of experiments to compare the performance of our method with MC4 and MCT algorithms. We evaluate the methods based on the distance between the aggregated order and the reference order. We expect that our WMC algorithm sets the top-rated items in the aggregated order are more important, they usually truncate the input orders and only keep the top-k lists. The reason is that, in order to pursue the overall similarity when long lists are aggregated, the local similarity like top-rated results may be sacrificed.

In contrast, our WMC method makes use of the rank-based information to determine the transition matrix, which emphasizes the accuracy of top-rated results and does not need to truncate the input orders. Suppose there is a pair of items a and b, and the relationship “a ≻ b” prevails in a few, say l, orders with small ranks. The relationship “b ≻ a” also appears in l + 1 other orders, but with very large ranks. In this case, if the full lists are aggregated, both MC4 and MCT algorithms prefer the transition from b to a. However, since the weight of “a ≻ b”, which is associated with very small rank, may still be very much larger than the weight of “b ≻ a”, which is associated with large rank. The WMC algorithm still prefers the transition from a to b.

V. Experiments

In this section, we study the effectiveness of our proposed distance functions and evaluate the performance of the WMC algorithm using the real data from five prostate cancer microarray studies [1]-[5].

We adopt the methods introduced in [6] to generate the ranked gene list from each study. Then, we vary m to be {300, 600, ..., 2100}, and respectively take the top-m genes of each gene list to form a set of five input orders with length m. The seven datasets of different lengths are used to evaluate our WMC method, and two other MC-based methods, MC4 and MCT. We also compare with a statistical method for discovering differentially expressed genes from multiple studies, which is proposed by Rhodes et al. [11] and denoted as RHODES. All the experiments are conducted on a Macbook Pro with 2.53GHZ CPU and 4G memory.

As the top-100 genes in the ranked gene lists are more important for further scientific investigation [6], we need to ensure that enough penalties are counted for the disagreement happened among the top-100 results. Thus, according to Figure 1, we set the α value for computing the weighted distance functions to be 0.05.

A. Efficiency of WMC

We first study the efficiency of the three MC-based methods with respect to the length of the input orders. The running time of each method is shown in Figure 3. For WMC, we run it by setting α_w to be 0.01, 0.05, and 0.09, which correspond to the series “WMC (0.01)”, “WMC (0.05)”, and “WMC (0.09)” in the figure.

While the running time of the three methods are very close on small datasets, the running time of WMC under
all $\alpha_w$ values becomes apparently shorter than that of MC4 and MCT when the dataset gets larger. The reason is that, when the input dataset gets larger, both MC4 and MCT need more iterations to reach the stable states, while less number of iterations are needed by WMC. As more time will be used for one iteration based on the transition matrix induced from the larger datasets, the WMC method becomes more efficient than MC4 and MCT for the large datasets. The reason why our WMC method consumes less number of iterations to reach the stable state on large datasets can be explained as follows. When a small dataset gets larger with more items appended at the end of each order, the ordering relationships between the appended items and other highly-ranked ones reinforce the probabilities of transferring to the highly-ranked items from them. Moreover, since the rank-based weight of the newly-appended items is small due to their large ranks, the weight contributes little to the transition probabilities that other items may transfer to the appended items. Thus, comparing to the transition matrix constructed from the smaller dataset, the transition matrix constructed from the larger one makes the Markov chain process move more quickly to reach the state state.

B. Comparison of Distance Functions

We then study the effectiveness of the weighted distance functions. Figures 4(a) and 4(b) show the sum of the distance between the aggregated order and the input orders when the weighted Kendall’s tau distance and the weighted Spearman’s footrule distance are respectively taken.

The weighted Kendall’s tau distance of WMC is smaller than that of MC4 and MCT for all the datasets. The reason is that, the ordering disagreements (OD) between the aggregated order of WMC and the input orders happen among items with larger ranks, and thus the penalties caused by OD are much smaller. It implies that, comparing to MC4 and MCT, WMC tends to generate the aggregated orders that better preserve the ordering relationship among top-rated items. The weighted Spearman’s footrule distance function counts for each OD the penalty of the location-based weight multiplied by the rank difference of the item causing the disagreement, which even amplifies the advantage of WMC in reducing OD. Thus, the weighted Spearman’s footrule distance of WMC is even smaller, as shown in Figure 4(b).

C. Biological Significance

Identifying the differentially expressed genes are critical for tracing the progression of a disease. [6] lists the following eight differentially expressed genes: HPN, AMACR, GUCY1A3, STRA13, CCT2, CANX, and TRAP1, which have already been verified to be clinically important for tracing the development of the prostate cancer.

In order to evaluate the quality of aggregation, we collect the ranks of these genes in the aggregated orders generated by the four methods, and check whether these genes are also “successfully” identified. We adopt the benchmark defined by [6]: a gene is said to be successfully identified if its rank in an aggregated order is smaller than 100. Since the setting of $\alpha_w$ of WMC does not influence much the ranks of the genes, we only show the result when $\alpha_w = 0.01$ for clarity.

Due to space limit, we only show the rank distributions of genes HPN, AMACR, FASN, and CANX in Figure 5. In Table I, the average ranks of the eight genes over the seven datasets are listed for three MC-based methods. RHODES performs bad on small datasets, and thus we show its best results acquired based on the input orders of length 2100. Comparing WMC, MC4 and MCT, all the genes except HPN get much smaller average ranks when the WMC method is adopted, and the average ranks of six out of eight genes, i.e., HPN, AMACR, FASN, GUCY1A3, STRA13, and CANX, are smaller than 100. In contrast, only HPN and AMACR get the average ranks smaller than 100 if either MCT or MC4 is adopted. Four genes get the ranks smaller than 100 when RHODES is adopted. However, the accuracy of RHODES is achieved by running a large number of permutation testing for every single gene, which is time consuming. According to the settings in [11], RHODES spends 506 seconds for permutation testing on the input orders of length 2100, which is 12 times longer than the time consumed by WMC.

In addition, when WMC is adopted, the ranks of these genes remain quite stable, no matter which dataset is taken for aggregation, while the rank of these genes changes a lot if either MC4 or MCT is adopted. The instability of the ranks of the genes over different datasets makes it a difficult problem for the MCT and MC4 methods to determine the proper length of input orders so that more significant genes can be ranked reasonably high. However,

<table>
<thead>
<tr>
<th>Table I</th>
<th>The average ranks of genes over seven datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WMC</td>
</tr>
<tr>
<td>HPN</td>
<td>1</td>
</tr>
<tr>
<td>AMACR</td>
<td>1.1</td>
</tr>
<tr>
<td>FASN</td>
<td>51.1</td>
</tr>
<tr>
<td>GUCY1A3</td>
<td>17.9</td>
</tr>
<tr>
<td>STRA13</td>
<td>97.7</td>
</tr>
<tr>
<td>CCT2</td>
<td>111.3</td>
</tr>
<tr>
<td>CANX</td>
<td>10.3</td>
</tr>
<tr>
<td>TRAP1</td>
<td>165.4</td>
</tr>
</tbody>
</table>
as we have explained in the first set of experiments, the items with very low ranks in the input orders may only reinforce the probabilities that those highly-ranked items can be transferred to, and thus the datasets with longer orders are always preferred by WMC.

VI. RELATED WORK

A few representative gene rank aggregation methods are: Borda’s method [7], Fagin’s median-rank based method [13], Thurstone’s order-statistic method [6], and Markov chain based methods [6], [7]. Both Borda’s method and Fagin’s median-rank based method are positional rank aggregation methods, which are simple and efficient. However, their performance in optimizing some distance criteria, like Kendall’s tau, may not be good enough when incomplete orders are aggregated. Thurstone’s model assumes that each item follows a normal distribution, and items are ordered in terms of their estimated mean values, which leads to the aggregated order. However, for the gene rank aggregation problem considered in this paper, Thurstone’s method may suffer from the problem that the samplings (i.e., input orders) are usually too few, which may affect the accuracy of parameter estimation. The MC-based methods, i.e., MC1 to MC4 [12] and MCT [6], have shown their advantage in aggregating few number of long top-k lists, which well conforms to the gene rank aggregation problem. However, none of the five MC-based methods make use of the rank-based information, and the generated aggregated orders do not favor the accuracy of top-rated items either.

VII. CONCLUSIONS

In this paper, we study a novel weighted rank aggregation problem, which aims to identify more reliable differentially expressed genes by combining the results obtained from different microarray studies. We propose two new distance functions, the weighted Kendall’s tau and the weighted Spearman’s footrule, which measure the difference between gene lists by incorporating rank-based weight. These distance functions emphasize the similarities as well as the disagreements among top-rated items, which better favors the domain specific need that the reliable differentially expressed genes are expected to be top-rated.

We develop a new Markov chain based rank aggregation method called WMC. The WMC method makes use of the rank-based information to determine the transition from one state to another. Our experiments based on the real biological datasets show that the WMC method better facilitates the effect of the weighted distance functions, comparing with two other MC-based methods. The WMC method is also more efficient in aggregating long ranked gene lists, since the stable state can be reached more quickly. Importantly, by checking the rank of eight well-identified differentially expressed genes in the datasets, we confirm that WMC is far more robust in identifying truly differentially expressed genes than its counterparts, in the sense that most of such genes are constantly top-rated in the aggregated orders.
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