
Automatic Data Visualization Generation from Chinese Natural
Language Questions

Yan Ge2†, Victor Junqiu Wei1∗†, Yuanfeng Song1,3∗

Jason Chen Zhang2, Raymond Chi-Wing Wong1

1The Hong Kong University of Science and Technology
2The Hong Kong Polytechnic University, 3WeBank Co., Ltd

yangecn@hotmail.com, jason-c.zhang@polyu.edu.hk
{jweiad, songyf, raywong}@cse.ust.hk

Abstract
Data visualization has emerged as an effective tool for getting insights from massive datasets. Due to the hardness of
manipulating the programming languages of data visualization, automatic data visualization generation from natural
languages (Text-to-Vis) is becoming increasingly popular. Despite the plethora of research efforts on the English
Text-to-Vis, studies have yet to be conducted on data visualization generation from questions in other languages like
Chinese. Motivated by this, we propose the first Chinese Text-to-Vis dataset named CNvBench in the paper and then
demonstrate our first attempt to tackle this problem. Our model integrates multilingual BERT as the encoder, boosts
the cross-lingual ability, and infuses the n-gram information into our word representation learning. Our experimental
results show that our dataset is challenging and deserves further research.
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1. Introduction

Data visualization (Qin et al., 2020; Wang et al.,
2021; Allen et al., 2019; Waskom, 2021) has be-
come increasingly popular since it provides insights
into data of massive size. In the pipeline of data
visualization, an inevitable and inherent compo-
nent is the creation of the specifications, which
is achieved through the declarative visualization
languages (DVL), (e.g., Vega-Lite (Satyanarayan
et al., 2016) and EChart (Li et al., 2018)). This DVL
specifies what data is required and how the data
is supposed to be visualized. It requires users to
have expertise and knowledge of the data domain
and also good programming skills of DVL, which is
not quite practical, esp. for novices.

Motivated by this, automatic DVL generation from
natural language, or Text-to-Vis, is becoming an
emerging topic since it could provide a much more
user-friendly interface. Many research studies have
been invested in this problem, such as (Cui et al.,
2019; Gao et al., 2015; Luo et al., 2020; Narechania
et al., 2020). Given a natural language question
and a database, Text-to-Vis aims to automatically
translate the question into the specification in some
DVLs for data visualization. Despite the variety of
studies on this topic, we observe that all existing
datasets for Text-to-Vis are for English only, and no
previous studies have been conducted on Chinese
Text-to-Vis datasets and methodology. Chinese is
one of the languages that enjoy the most users
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Figure 1: An example of Chinese Text-to-Vis. The
input question is posed in Chinese, while the tar-
get chart that needs to be generated contains both
Chinese linguistic elements as well as English lin-
guistic elements, which makes it much harder than
other parallel tasks like Chinese Text-to-SQL.

worldwide. The lack of Chinese datasets prevents
using Text-to-Vis services among these users.

This work presents a Chinese Text-to-Vis dataset
that imposes three challenges to the Text-to-Vis
tasks. Firstly, the names of the attributes/columns
in each table are typically represented in English,
whereas the natural language questions are written
in Chinese. This discrepancy requires the model to
have cross-lingual ability. Secondly, the most basic



units for denoting columns or cells can be Chinese
characters, but the word segmentation can be er-
roneous. Third, the target chart that needs to be
generated contains both Chinese and English lin-
guistic elements. This requires the model to have
multi-lingual generation capabilities, being able to
produce outputs containing both Chinese and En-
glish words. This differs from existing parallel stud-
ies like Chinese Text-to-SQL (e.g., CSpider (Min
et al., 2019)) , where the target SQL query usually
only contains English keywords. The cross-lingual
nature of generating charts based on Chinese text
introduces an additional complexity not found in
prior English-only Text-to-SQL tasks. Figure 1 is
an example of the Chinese Text-to-Vis task1. Given
a Chinese natural language question and a corre-
sponding database, this task aims to generate a
visualization based on the semantics of the ques-
tion.

We present a novel neural model dedicated to
this task. The model is designed to generate
vivid and accurate visualizations directly from Chi-
nese text descriptions. Specifically, the model con-
tains the multilingual BERT (Kenton and Toutanova,
2019) as part of the encoder to boost the cross-
lingual ability and also infuse n-gram information
into the word representation learning process. In
addition to introducing the first Chinese Text-to-Vis
dataset, this work represents our initial effort to
address the Chinese Text-to-Vis challenge. We
demonstrate its capabilities on the proposed CN-
vBench dataset across various visualization types.
The resource of this paper is available at https:
//github.com/yangecn/CNvBench.

In a nutshell, our contributions are summarized
as follows.

• We propose a Chinese Text-to-Vis dataset
named CNvBench in this paper. To our knowl-
edge, this is the first Chinese Text-to-Vis
dataset. We detail our construction method
in this paper and release our dataset to pro-
mote the development of this field.

• We propose our model, the first attempt at
this Chinese Text-to-Vis problem. It integrates
the multilingual BERT and n-gram information
to boost cross-lingual performance and word
representation learning.

• We conduct extensive experiments on the pro-
posed dataset, and the results show that our
proposed Chinese Text-to-Vis task is challeng-
ing and the proposed model could achieve
relatively good performance.

1The Vega-Lite language is primarily used in our dis-
cussion, due to its widespread usage and popularity
(Song et al., 2022; Luo et al., 2021a; Qin et al., 2020;
Luo et al., 2018). However, the proposed methodology
is easily adaptable to other DVLs.

The rest of this paper is structured as follows:
we first introduce some closely related work in Sec-
tion 2. Then, we discuss the details of our proposed
dataset in Section 3, followed by the discussion of
our proposed model in Section 4. The experimental
setup and results are listed in Section 5. Finally,
we conclude the work in Section 6.

2. Related Work

This study is closely related to three fields, data
visualization, Text-to-Vis methods, and Text-to-Vis
datasets, as is briefly surveyed in the following.

2.1. Data Visualization
Data visualization, which converts abstract data
into concrete, graphical representations, is natu-
rally well-suited for providing an overview of large
amounts of data. Data visualization can highlight
patterns, trends, and relationships in the data that
may not be immediately apparent from looking at
raw data. To help data analysts gain more intuitive
insights from their data, the researchers in this area
have done a lot of work to make it easier to convert
data into visualizations. For example, Data-Driven
Documents (D3) (Bostock et al., 2011) is a unique
approach to creating visualizations for the web that
focuses on transparency and direct manipulation of
the underlying data. Vega-lite (Satyanarayan et al.,
2016) is a high-level language for creating interac-
tive graphics and visualizations. It is designed to be
easy to use and understand, even for users without
previous experience in data visualization. VizQL
(Hanrahan, 2006) is a domain-specific language
for data analysis and visualization. It supports an
extensive range of visual expressions, allowing for
easy customization and control over visualizations.

2.2. Text-to-Vis Methods
Text-to-Vis focuses on using Natural Language Pro-
cessing(NLP) techniques to automatically generate
visualizations from text data, this technique requires
both natural language understanding for machine
comprehension of natural language questions and
translation algorithms for generating target visual-
izations using visualization language. DeepEye
(Luo et al., 2018) is such a rule-based method that
enables users to express their query intent using
non-specific or ambiguous statements. Then the
natural language input by the user is converted into
an internal visualization language to generate po-
tential visualizations. Recently, some Text-to-Vis
methods based on state-of-the-art NLP techniques
have been proposed. NcNet (Luo et al., 2021b) is
an end-to-end solution that employs a Transformer-
based model to translate natural language ques-
tions to visualization. The authors proposed a novel

https://github.com/yangecn/CNvBench
https://github.com/yangecn/CNvBench
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Figure 2: The overall structure of the proposed model, we use a cross-lingual pre-trained encoder to
solve the language mismatch problem between natural language questions and database schema, and
also integrate Chinese n-grams in the model, making it better able to encode Chinese semantics.

and concise visualization grammar that enables
Text-to-Vis to be performed in a machine transla-
tion way. Different from the end-to-end models,
RGVisNet (Song et al., 2022) resolves the task in
two phases: retrieval and revision. The authors first
construct a Data Visualization (DV) codebase in
advance. When a new natural language question
comes, the model retrieves the codebase to find
the most relevant DV query candidate as a proto-
type, and then based on the prototype, the model
revises to generate the most appropriate query.

2.3. Text-to-Vis Datasets
The emergence of deep learning technology has
greatly benefited the field of NLP. However, the
biggest obstacle currently hindering the develop-
ment of deep learning in Text-to-Vis technology
is not the existence of corresponding NLP tech-
niques, but the lack of massive data for training
deep learning models. To alleviate this issue, Luo
et al. (2021a) released a public Text-to-Vis bench-
mark named NvBench, which contains 25,750 NL-
Vis pairs across 105 domains, making it possible
to use learning-based methods to solve the Text-
to-Vis problem. In addition, another recent study
(Srinivasan et al., 2021) also released a curated
dataset containing 893 natural language questions
distributed across three datasets. However, the
relatively small amount of data means that its sig-
nificance is more in the field of human-computer
interaction rather than constructing learning-based
methods.

Although some researchers have proposed
datasets in this field, to the best of our knowledge,

there is currently no Chinese Text-to-Vis dataset
available. This absence hinders the development
of Text-to-Vis research in the Chinese context.

3. Dataset: CNvBench

In this section, we describe the construction and
splitting of CNvBench, the first Chinese Text-to-Vis
dataset.

3.1. Dataset Construction
We manually translated the NvBench dataset (Luo
et al., 2021a) into Chinese. It should be noted that,
in NvBench, both the natural language questions,
the visualizations, and the databases (including ta-
ble names, column names, and the stored values)
are represented in English, but we only translated
the questions and the x and y axis title of the visu-
alizations into Chinese, which is shown as 3. This
approach is based on the fact that professionals of-
ten construct databases using English to represent
the database schema, as it adheres to program-
ming conventions and facilitates database mainte-
nance. In addition, the construction of this dataset
aims to explore the capability of models to compre-
hend the semantic structure of Chinese questions
and transform them into corresponding visualiza-
tion query language (VQL) queries. This objective
remains detached from the specific data languages
stored within the database. The NvBench dataset
includes 25,750 pairs of natural language questions
and visualizations, with a total of 7,247 unique visu-
alizations in four levels of hardness. Statistics for
different types of visualization are shown as 1. We



For those records from the products and
each product's manufacturer, draw a bar
chart about the distribution of name and
code, and group by attribute founder,
rank from low to high by the x axis.

Translated：

Original：

对于产品和每个产品的制造商的记录，
绘制一个关于名称和代码分布的条形图
，按创始人属性分组，并按x轴从低到
高排列。

Original： Translated：

Figure 3: A comparison of the original data of
NvBench and our translated data, We manually
translate English natural language queries into Chi-
nese, and, to better suit the Chinese application
context, we also translate the names of the x and y
axis within the visualization to Chinese.

translated all English questions in NvBench, and
we named the final Chinese dataset CNvBench.
The translation work was completed by two NLP
researchers and a computer science student. The
questions were first translated by one annotator,
then reviewed and revised by a second annotator.
Finally, a third annotator compared the original and
revised versions to ensure accuracy. This process
was carried out for each question to ensure the
highest level of accuracy and thoroughness. When
translating the questions, the translators are asked
to preserve the style and structure of the original
sentence if a literal translation is possible. Other-
wise, If the question is complex, the translators are
asked to rephrase it based on the semantic mean-
ing of the VQL query, which is an intermediate rep-
resentation of natural language question and DVL,
to produce a more natural Chinese translation.

3.2. Dataset Split
To properly assess the model’s performance, it is
important to ensure that the data used for training
is not visible to the model during evaluation. As
described in Text-to-SQL task (Iacob et al., 2020),
we believe that there are also three aspects to be
considered when splitting our dataset since both of
these tasks involve retrieving data from a database.

In the question-based split, the same VQLs are
allowed to appear in different sets (e.g., training,

Vis Type Vis Vis & query pairs
Pie 520 1750
Bar 5523 19407
Stacked Bar 359 1172
Scatter 266 1041
Grouping Scatter 127 547
Line 380 1562
Grouping Line 72 271
total 7247 25750

Table 1: Statistics of different types of visualizations
in the dataset.

development, or test), but the precondition is that
the questions corresponding to these VQLs should
not be the same. In other words, the question state-
ments should not overlap between the different
sets, this ensures that the model is not biased to-
wards a specific question during evaluation and can
generalize to new, unseen results. A query-based
split method makes that identical VQLs do not ap-
pear in the same subset. Finally, in a database-
split method, all questions related to a particular
database are required to appear in different sub-
sets. This way of splitting aims to test how well
the model performs when applied to new domains,
rather than just those it has seen during training.
In our experiments, we only use a question-based
split to evaluate the performance of our proposed
baseline model.

4. Method

In this section, we present our baseline model in
response to the aforementioned cross-lingual Text-
to-Vis challenges, which is inspired and inherited
from the BRIDGE model (Lin et al., 2020) due to
its simple yet efficient architecture. Our model con-
tains a BERT-based question-schema encoder for
cross-lingual encoding, followed by a sequential
pointer-generator to generate the corresponding
VQL, which will be executed to obtain the visualiza-
tion of the data. The overall structure of our model
is shown in Figure 2.

4.1. Task Formulation
The Chinese Text-to-Vis task can be formally de-
fined as follows: given a Chinese natural language
question Q = [q1, q2, ..., qN ], where qi represents
the ith word in the question, and the correspond-
ing English database schema S, the model is re-
quired to generate a corresponding VQL Y . The
schema is composed of a set of tables denoted as
T = [t1, t2, ..., tN ] and a set of columns represented
as C = [c11, c12, ..., c1|t1|, ..., cN |tN |], ti represents
the ith table, and cij denotes the jth column within



the ith table.

4.2. Injecting N-grams information for
Chinese Encoding

In the Chinese Text-to-Vis task, it is possible that
the WordPiece(Kenton and Toutanova, 2019) seg-
mentation (which treats each Chinese character as
a token and is unaware of the boundaries of Chi-
nese words) could cause the encoder to overlook
potential database schema mentioned in Chinese
questions, preventing the model from establishing
connections between them and leading to the gen-
eration of incorrect table or column names during
the decoding phase.

To address or alleviate this issue, we adopted a
method akin to the ZEN model (Diao et al., 2020).
We extracted n-grams from the Chinese question
and utilized an external encoder to encode these
n-grams. Subsequently, we injected the represen-
tations of the n-grams into the original cross-lingual
question-schema encoder. Specifically, for encod-
ing the input n-grams, we employed a multi-layer
Transformer(Vaswani et al., 2017a) as the n-gram
encoder. The n-gram encoder processed the em-
bedding vectors of the n-grams to produce their rep-
resentations. These representations of each char-
acter and its associated n-grams were then com-
bined to form an enhanced representation, which
was further passed to the subsequent layer of the
original encoder. This process was iterated layer-
by-layer in conjunction with the original encoder.

We adopted a BERT-style input structure for
structuring natural language questions and their
corresponding schema. To represent each table
name and its associated column names, we utilized
special tokens, denoted as "[T ]" and "[C]" respec-
tively.

X =[CLS], Q, [SEP ], [T ], t1, [C], c11, . . . , c1|t1|,

[T ], ti, [C], ci1, . . . , ci|ti|, [SEP ].

We input X, along with the n-gram and n-gram
position matrix corresponding to the natural lan-
guage question Q, into both the multi-lingual Trans-
former and the n-gram encoder separately. With
this encoding approach, we can establish a map-
ping between the Chinese natural language ques-
tion and the English schema, while also enhancing
the representation of the Chinese text by leverag-
ing n-grams. For more details, please refer to ZEN
(Diao et al., 2020).

4.3. LSTM-based Pointer-Generator
Decoder

To generate the final VQL statements, we use an
attention-based (Vaswani et al., 2017b) LSTM with

pointer-generator(See et al., 2017) as the decoder.
During the generation phase, the decoder has the
ability to selectively incorporate specific parts of
the input sequence into the output by "pointing" to
them. The decoder is initialized using the hidden
state from the encoder. Then at each time step,
the decoder has two options: one is generating
a VQL keyword from the vocabulary V ; the other
is using the pointer network to copy a component
from the schema S or to copy a token from the nat-
ural language question Q. These options allow the
decoder to create a VQL query while also incorpo-
rating relevant information from the schema.

To generate the VQL, at each decoding step t,
the decoder calculates the multi-head attention as
described in Vaswani et al. (2017b):

e
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stW
(h)
U (hiW

(h)
V )⊤√
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z
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(2)
t ; ...; z

(H)
t

]
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where h represents the head number and H rep-
resents the total number of attention heads. L is
the sum of the number of tokens in question Q
and the number of components in Schema S. hi

stands for the ith vector of the encoder representa-
tion h ∈ RL×n.

To decide whether to generate from the vocabu-
lary or copy the token, the model defines the prob-
abilities in the following form:

ptgen = sigmoid
(
stW

s
gen + ztW

z
gen + bgen

)
(5)

ptcopy = 1− ptgen (6)

where ptgen represents the probability of generat-
ing from the vocabulary, while ptcopy represents the
probability of copying from Q or S.

5. Experiments

5.1. Experimental Setup
We conducted several quantitative experiments to
evaluate our method. In addition to the approach
proposed in this paper, we also conducted experi-
ments under a variety of settings, mainly focusing
on the impact of the performance on different en-
coding methods in this cross-lingual task.

In the experiment, we test the model presented
in Section 4, denoted by CT2VMN (Cross-lingual



Easy Medium Hard Extra Hard All
LSTM 0.511 0.497 0.471 0.455 0.463
CT2VM 0.854 0.782 0.754 0.710 0.791
CT2VMN 0.863 0.795 0.761 0.753 0.798

Table 2: The overall Vis tree matching accuracy of three different encoding methods on the CNvBench.

Text-to-Vis), which integrates both the multilingual
BERT and our proposed n-gram injection method
in the encoder. We also test its variant CT2VM

which only utilizes multilingual BERT but does not
use the n-gram encoder.

To assess the effectiveness of our proposed joint-
encoder method, we also test our model with an
LSTM as the encoder instead. It adopts the Ten-
cent multilingual embeddings2 as the pre-trained
word embedding. We use two different word seg-
mentation tools, Jieba3and HanNLP4 to investigate
the effect of Chinese word segmentation methods
on the final results. Correspondingly, the models
utilizing Jieba and HanNLP for word segmentation
are named LSTMJ and LSTMH , respectively.

5.2. Evaluation Metrics

We evaluate our proposed model with the metrics
described in Luo et al. 2021a.

We employ the tree matching accuracy to as-
sess the overall results. This evaluation method
necessitates the transformation of VQL into an Ab-
stract Syntax Tree (AST) and comparing it with the
ground truth. The calculation method for tree ac-
curacy is denoted as Acctree = Ntree/N , where
Ntree denotes the number of generated VQL ASTs
identical to the ground truth, and N represents the
total number of VQL ASTs in the test data.

In addition, we also utilize the vis component
matching accuracy to offer a more comprehen-
sive evaluation of the model’s performance regard-
ing each specific component of the visualization.
This metric allows for a fine-grained analysis of
the model’s capabilities. This metric breaks down
as follows: evaluating visualization types involves
the "Visualize" part of the generated VQL query;
assessing the x/y/z-axis component relates to the
"Select" part of the query; and analyzing data in-
cludes aspects such as "Group," "Filter," "Order,"
and "Superlative" components. The metric is de-
fined as Acccom = Ncom/N , where Ncom denotes
the number of components correctly matched with
ground truth N .

2https://ai.tencent.com/ailab/nlp/en/
embedding.html

3https://github.com/fxsjy/jieba
4https://github.com/hankcs/HanLP

5.3. Overall Results
Table 2 shows the overall VQL tree matching ac-
curacy of our baseline model in different hardness
levels.

Our proposed model that combines Chinese n-
grams performed the best and achieved 79.8%
VQL tree matching accuracy overall. It also per-
formed the best on different hardness levels. On
the other hand, the model employing the LSTM as
the encoder only achieved an accuracy of 46.3%,
which reflects the advantage of using current pop-
ular pre-trained language models as the encoder.
Compared to LSTM, pre-trained language models
are experts in modeling the context within the ques-
tion and the relationship between the question and
schema.

Top1 Top3 Top5 All
LSTMJ 0.463 0.489 0.494 0.562
LSTMH 0.452 0.503 0.529 0.553
CT2VM 0.791 0.822 0.864 0.907
CT2VMN 0.798 0.829 0.857 0.891

Table 3: Results on CNvBench with different model
settings.

Table 3 summarizes the model performance in
different settings. Notably, the CT2VMN method
stands out as the most effective in capturing the se-
mantic relationships between text and visualization.
Its implementation yields the best performance with
a Top1 accuracy (we use a beam search when de-
coding) of 0.798. Additionally, the performance
of CT2VMN surpasses CT2VM at Top-1 and Top-
3 accuracies. This observation signifies that the
N-gram injection approach enables a more com-
prehensive understanding of the text’s underlying
semantics by taking into account not only individual
Chinese characters but also the contextual relation-
ships between consecutive sequences of charac-
ters.

Furthermore, considering that Chinese sen-
tences require segmentation prior to LSTM process-
ing, we examined how the choice of segmentation
tool for the questions impacts the performance. Our
findings reveal that different Chinese word segmen-
tation methods can influence the model’s outcomes
due to the potential accumulation of errors. How-
ever, employing a pre-trained model as the encoder

https://ai.tencent.com/ailab/nlp/en/embedding.html
https://ai.tencent.com/ailab/nlp/en/embedding.html
https://github.com/fxsjy/jieba
https://github.com/hankcs/HanLP


Vis Axis Data
Bar Pie Line Scatter SB GL GS Select Where Join Group Binning Order

LSTM 0.955 0.961 0.892 0.925 0.861 0.920 0.883 0.711 0.723 0.509 0.642 0.808 0.677
CT2VM 0.993 0.977 0.931 0.974 0.919 0.926 0.981 0.831 0.912 0.904 0.877 0.912 0.878
CT2VMN 0.995 0.969 0.982 0.948 0.932 0.948 0.959 0.851 0.879 0.930 0.862 0.928 0.919

Table 4: Vis component matching accuracy on CNvBench. SB, GL, and GS stand for Stacked Bar,
Grouping Line, and Grouping Scatter, respectively.

mitigates this issue.

5.4. Results on Different Parts of the
Visualization Component

Table 4 reports the vis component matching accu-
racy on different encoders. Overall, the n-gram
based encoder performs well in each visualization
component prediction task. When predicting the
visualization types, all three models obtained good
performance, especially on the "Bar" charts. How-
ever, for stacked bar(SB) predictions, performance
drops across all models due to stacked bars some-
times being implicitly referenced in the questions,
which requires the model to infer from the sentence
context. For predicting the axis part, only the LSTM
encoder model obtains a poor result, possibly be-
cause there are often some corresponding aggre-
gate functions occurring in the "Select" clause in
the VQL, and the LSTM encoder is not able to well
capture this type of information in the question. For
data parts, both models utilizing pre-trained en-
coders achieved good results, with LSTM still per-
forming the worst in this part.

5.5. Error Analysis and Future Work
To identify the causes of errors, we conducted an
error analysis on our test set of 2562 VQL examples.
Utilizing CT2VMN , we identified several sources of
errors from the 519 failed examples out of 2562,
we discuss some typical cases below.

For about 36 examples, the model produces
wrong predictions for the visualization part. For
example, the model produced a wrong VQL for the
question "对于产品和每个产品的制造商的记录，
制造商和代码之间的关系是什么，并按总部属性
分组？ ", the model incorrectly predicted the visual-
ization type as "bar" when it is actually "scatter", this
is due to the lack of explicit mention of the visual-
ization type in the question. Additionally, due to the
uneven distribution of visualization types among
the total train samples, the model may perform well
on the majority of types but poorly on others.

For about 314 examples, the model generates
wrong column names or table names in the axis
part. For example, considering the question " 展
示来自产品和每个产品的制造商的记录，返回一
个关于价格和收入相关性的散点图，并按总部属

性进行分组。 ", the model made a wrong predic-
tion on column name "Price" as "Manufacturer", in
addition to errors in predicting the column or table
name, the model may also make wrong predictions
on the number of column names or table names
and insert extra ones into the VQL.

Errors in the data part of the VQL mean that the
model makes mistakes in predicting the keywords
"where", "group", "bin", and "order" of the VQL.
There were a total of 169 samples with errors in this
part. For the question "使用柱状图展示每天最高
温度大于或等于80度的日期有多少个, 并按照Y轴
从高到低排序。", the model made the mistake of
predicting "bin by weekday" as "bin by month".

After a comprehensive analysis of the errors, we
believe that improving the model’s ability to under-
stand and interpret the nuances of Chinese nat-
ural language questions is crucial. This includes
addressing cases where the model makes incor-
rect predictions due to the absence of explicit infor-
mation in the question. Future work should focus
on enhancing the natural language understanding
component, which could involve more advanced
language models, fine-tuning, and domain-specific
training.

6. Conclusion

We construct the first large-scale Chinese Text-to-
Vis dataset. We also present a strong baseline
model and conduct extensive experiments in differ-
ent configurations. We find that Chinese semantic
parsing and cross-lingual question-schema linking
are important factors affecting the experimental re-
sults. We hope that our dataset can play an active
role in addressing Chinese Text-to-Vis with a data-
driven approach.
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