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Abstract—Caching is a well-known strategy for improving the performance of

Web-based systems. The heart of a caching system is its page replacement

policy, which selects the pages to be replaced in a cache when a request arrives.

In this paper, we present a Web-log mining method for caching Web objects and

use this algorithm to enhance the performance of Web caching systems. In our

approach, we develop an n-gram-based prediction algorithm that can predict

future Web requests. The prediction model is then used to extend the well-known

GDSF caching policy. We empirically show that the system performance is

improved using the predictive-caching approach.

Index Terms—Web log mining, Web caching, prediction models, classification.
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1 INTRODUCTION

WEB caching aims to improve the performance of Web-based
systems by keeping and reusing Web objects that are likely to be
used often in the near future. It has proven to be an effective
technique in reducing network traffic, decreasing the access
latency and lowering the server load [9], [10], [6], [16], [13].
Previous research on Web caching has focused on the use of
historic information about Web objects to aid the cache replace-
ment policies. These policies take into account not only informa-
tion about the Web-document access frequency, but also document
sizes and access costs. This past information is used to generate
estimates on how often and how expensive it is for the objects
saved in the cache to be accessed again in the near future.

As pointed out early in caching research [7], the power of

caching is in accurately predicting the usage of objects in the near

future. In previous work, estimates for future accesses were mostly

built on statistical measures such as access frequency and object

size and cost. Such measures cannot be used to accurately predict

for objects that are likely to be popular but have not yet been

popular at any given instant in time. For example, as Web users

traverse Web space, there are documents that will become popular

soon due to Web document topology, although these documents

are not yet accessed often in the current time instant. This gap can

be filled with data mining by looking at the association relation-

ship between objects that in Web logs.
In this paper, we present a novel approach to integrating data

mining with traditional Web caching to provide more powerful

caching policies. In our approach, Web logs are used to train

sequential association rules to predict Web users’ browsing

behavior. These rules are integrated into a cache-replacement

policy to obtain a more forward-looking ranking for the cached

Web documents and objects. We empirically demonstrate the

utility of the method through increased hit rates and byte-hit rates.
To apply data mining, a segment of Web log data is used to

train a predictive model. This model is then integrated with an

existing caching algorithm for predictive caching. In this work, our

technique is primarily aimed at dealing with stationary data,

where the Web objects correspond to static Web pages. For

nonstationary data such as database-driven Web sites, query-level

prediction algorithms can be applied [14].
Our research is novel from both data mining and network

systems aspects. Although several approaches have been proposed

in the past for Web-log mining [17], [24], few researchers in data

mining have integrated prediction models with state-of-the-art

caching algorithms. Most previous work on integrating caching

and Web-log mining, including our own work [23], has focused on

intelligently prefetching Web documents. It remains to show how

Web-log mining can be used to extend the best Web caching

algorithms.

2 PREDICTIVE CACHING

2.1 Cache Replacement Policies

A cache stores a finite number of objects that are likely to be reused

in the near future. When the cache is full, it is an issue to select an

object to remove in order to make space for the new object. The

algorithm in selecting the object to be removed is called the cache

replacement algorithm. Essentially, the cache replacement algo-

rithm is a way to use past information to predict the future. The

more accurate the prediction into the future, the better perfor-

mance the caching system will have.
We will focus on the GDSF caching policy in this paper [10].

This policy is an improvement on the well-known GD-Size [9]

algorithm by incorporating a frequency information about Web

objects. The basic idea is to rank objects in the cache based on their

likelihood of being reused in the near future by means of a key

value. The ranking function for object p is computed as:

KðpÞ ¼ Lþ F ðpÞ � CðpÞ=SðpÞ; ð1Þ

where F ðpÞ is the access count of document p, CðpÞ is the estimated

cost of accessing the object p, and SðpÞ is the document size. The

factor L is an aging factor. The frequency count is incremented by

one whenever the object is accessed again from the cache. When

replacing an object in a cache, the object with the lowest key KðÞ
value is removed.

The above Web caching-replacement policies can be considered

as making zero-order prediction for future-access frequencies

because they simply use the total access count as an estimate for

the future. Sequential association-rules allow for further first-order

predictions by considering what these past accessed documents

may entail. For example, suppose that a document A has been

accessed 100 times in the past five minutes. From the zeroth order

prediction, we know that A might be accessed often in the next five

minutes as well. Suppose that a strong sequential association rule

exists: A! B. Then, we can conclude that, according to this rule, B

will also be accessed frequently in the near future, even though B

might not have been accessed frequently enough in the past. Thus,

by looking into the future through sequential association rules, we

may anticipate what will come as a result of what has happened. In

this section, we will enhance the GDSF caching policy by

considering both the zeroth and first order predictions.
We now consider how to anticipate future Web-object accesses

from the access history. Let Oj be a Web object under considera-

tion; Oj is not in the cache. Let Si be a user session for accessing a

Web object on a Web server. Let Pi;j be the probability predicted by

a session Si for object Oj. If Pi;j ¼ 0, it indicates that object Oj is not

predicted by session Si. Then, Wj ¼
P

i Pi;j is the estimated access

frequencies from the current sessions executed on the Web server.
With this estimate, we can now extend (1) to incorporate the

predicted accesses for object Op:

KðpÞ ¼ Lþ ðWðpÞ þ F ðpÞÞ � CðpÞ=SðpÞ: ð2Þ

1050 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 15, NO. 4, JULY/AUGUST 2003

. Q. Yang is with the Department of Computing Science, Hong Kong
University of Science and Technology, Clearwater Bay, Kowloon Hong
Kong. E-mail: qyang@cs.ust.hk.

. H.H. Zhang is with IBM E-Business Innovation Center, Vancouver,
Burnaby BC Canada V5G 4X3. E-mail: haizhang@ca.ibm.com.

Manuscript received 15 Oct. 2001; revised 3 July 2002; accepted 4 Oct. 2002.
For information on obtaining reprints of this article, please send e-mail to:
tkde@computer.org, and reference IEEECS Log Number 115198.

1041-4347/03/$17.00 ß 2003 IEEE Published by the IEEE Computer Society



In (2), we add WðpÞ and F ðpÞ together, which implies that the
key value of a page p is determined not only by its past occurrence
frequency, but also affected by its future frequency. The rationale
behind our extension is explained in the beginning of this section:
By considering both the absolute count of Web pages and the
predicted accesses in the future according to association-rules, we
can enhance the priority of those cached objects that may not have
been accessed frequently enough, but will be in the near future
according to the association rules. The addition of WðpÞ and F ðpÞ
in (2) reflects an expansion of the access frequencies by both the
zeroth and the first-order estimates. By adding these two measures
together, we integrate two information sources for frequency
estimates by adding an optional WðpÞ weight to a base count for
each cached object. This will promote objects that are potentially
popular objects in the near future even though they are not yet
popular in the past.

Our extension can be seen as an attempt to obtain more accurate
estimates on future accesses [7]. Our work is related to many past
efforts in building predictive models for Web prefetching [15], [17].
In the Web caching area, the work of Bonchi et al. [8] extended the
LRU policy of Web and proxy servers using frequent patterns and
decision trees obtained from Web log data. This idea is similar to
ours presented here, a difference being that the Web caching model
in [8] was designed to extend the LRU policy rather than the more
powerful GDSF policy.

2.2 Estimating Future Frequencies
through Association-Rule Mining

How do we obtain the conditional probability information Pij for
an object Oj? We can obtain this by discovering a set of sequential
association rules from a previously obtained Web log. In this
section, we discuss how to obtain WðpÞ for a page p.

In many data mining works in the past, Web access logs are
mined to infer the association relationship between Web document
and object requests in order to build a prediction model [21], [24].
Related to this effort is the general area of Web log mining and
Web caching, which has seen increased activity in recent years [1],
[12], [19], [18], [20], [22], [21]. In a Web log, we define a user session
to be a sequence of Web requests from a user. In a Web log,
requests emanating from the same IP address are grouped into a
session. If the time interval between two consecutive requests
exceeds a threshold T , we consider them to belong to two different
sessions. For example, for the NASA Web log, we set T to be at two
hours. By experimenting with different values of T , we did not
notice much difference in the prediction system’s performance.

Our data mining algorithm is a special case of an association-
rule mining algorithm. It constructs an n-gram model by counting
the occurrence frequency in order to build the conditional
probability estimates Pij. Within each user session, every substring
of length n is regarded as an n-gram, which serves as a left-hand-
side (LHS) of an association rule. The right-hand-side (RHS) of a
rule predicts what documents or objects are most likely to occur
after observing the LHS of the rule. We call these rules n-gram
rules. In Web logs, we have found that the n-gram rules are more
accurate than general sequential association rules. This is because
the most recently accessed Web objects are more important
indicators for what is to come.

Our n-gram rule-mining algorithm scans through all substrings
of a length up to n in every user session, accumulating the
occurrence counts of distinct substrings. The substrings with
counts lower than a lower bound support value are pruned. The
resulting count table is then used to build our prediction model.
We call these association rules the n-gram rules since the LHS of
the rules are strings instead of arbitrary item sets.

The general association-rule mining literature studied efficient
ways to obtain general association rules through variants of a priori

and other methods [3], [4], [2], [5], [11]. Our n-grams are a special
class of association rules in which the LHSs are strings rather than
subsets or subsequences; here, a string is an adjacent sequence of
items accessed just before the prediction. This restriction that the
LHS be the latest substrings enforces the domain knowledge in
Web access prediction that the most important predictors come
from the most recent events in accessing history. An important side
effect of considering only n-grams as LHS is that the time
complexity of the n-gram-mining algorithm becomes linear in the
size of the Web logs. This reduction in complexity is important for
predictive Web caching because Web logs are typically very large
in size.

For every n-gram rule LHSl ! Oj, we can obtain a confidence
measure for the rule as

conflj ¼
jLHSl þ fOjgj
jLHSlj

:

Then, for each user session Si, the weighted sum of all conflj,
where LHSl is contained in Si, gives the conditional probability
estimate Pij.

3 EXPERIMENTS

3.1 Data and Evaluation Criteria

Three Web logs are used in our study. One is from a US

Environmental Protection Agency (EPA)s Web server located at

Research Triangle Park, North Carolina. This Web log contains all

the HTTP requests for a full day, from 23:53:25 on Tuesday, 29

August 1995, to 23:53:07 on Wednesday, 30 August 1995. In total,

there are 43,202 requests. The second one is from a NASA Kennedy

Space Centers Web server in Florida. This Web log contains all the

HTTP requests collected from 00:00:00, 1 July 1995, to 23:59:59, 17

July 1995. In this period, there were 1,140,284 requests. The third

log is from the School of Computing Science at Simon Fraser

University. It was collected during the period from 00:00:00, 1

February 2001, to 23:59:59, 9 February 2001. It contained a total of

468,732 requests. The timestamps of these logs have a 1-second

precision. In our experiments, we use half of each Web log to train

our model and use the other half to do testing.
In this work, we assume that documents requested by users

must either be retrieved entirely from the original Web servers or
from a Web cache before in order to be sent to the users. In a
caching system, the requests issued by users can be viewed as a
sequence of references to Web documents. Web documents often
have different sizes, while a cache only has a finite size. If a
requested document is in the cache, the request can be satisfied
immediately, which is called a hit; otherwise, the document has to
be fetched from the original server, which is termed a miss. The hit
rate is the ratio between the number of requests that hit in the
proxy cache and the total number of requests. The byte-hit rate is
an even more realistic measure of performance for Web caching; it
is the ratio between the number of bytes that hit in the proxy cache
and the total number of bytes requested.

Experiments are conducted with different cache sizes. The size
of the cache is expressed in terms of the percentage of the total
number of bytes of all objects in a Web log. In the NASA data, the
cache size ranges from 0.0001 to 0.01 percent, between 24 KB to
2.4 MB. In the EPA data, the cache size ranges from 0.01 to 1.0
percent, between 31 KB to 3.1 MB. In SFU’s log, the cache size
varies from 0.01 to 1.0 percent, which is approximately 580 KB to
58 MB.

For comparison purposes, we also run simulations using some
other major cache replacement algorithms. These algorithms
include GDSize [9], GDSF [10], LFUDA [6], and LRU. The first
three are Greedy-Dual-based algorithms and have been proven
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among the best page replacement strategies. LRU is the most basic

algorithm in the caching domain and it is involved as a baseline of

performance measurement. Two series of experiments have been

conducted to evaluate the hit rates and byte hit rates.

To achieve higher hit rates, we set CðpÞ ¼ 1 in N-gram, GDSF,

and GDSize. The caching algorithm is hereafter referred to as

N-gram(1). When CðpÞ ¼ 1, the costs to retrieve all pages are the

same, i.e., the connection time dominates the network latency.
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Fig. 1. Hit rate and byte hit rate comparison across data sets.



Figs. 1a, 1b, 1c, 1d, 1e, and 1f show the hit rate and byte-hit rate on
three data sets. Overall, in terms of hit rate, the N-gram(1)
algorithm outperforms the other algorithms using all of the
selected cache sizes. GDSF(1) is the second best and GDSize(1) is
the third. LRU has the lowest hit rates, which suggests this widely
used algorithm is not optimal in terms of hit rates.

In terms of byte hit rate, N-gram(1) does not outperform
LFUDA in all data sets. Fig. 1d shows that N-gram(1) obtains a
lower byte-hit rate than LFUDA. This is natural because N-gram(1)
considers the benefit of a cache hit as one, regardless of the size of a
page. It achieves higher byte-hit rate at the cost of lower hit rates.

To achieve better byte-hit rate, let CðpÞ, the cost value, be the
size of the page. This is the situation of a network where data
transmission time contributes most to the network latency. We
denote a caching algorithm in this situation as N-gram(Size). The
LFUDA actually becomes the GDSF(Size) algorithm. Figs. 1g and
1h plot the byte-hit rates on the two data sets. They show that, if we
set CðpÞ to the size of the document, N-gram(Size) achieves a
higher byte hit rate than LFUDA.

To sum up, we empirically showed that the system perfor-
mance is improved by our predictive caching algorithm.
N-gram(1) achieves a better hit rate, while N-gram(Size) achieves
a higher byte-hit rate. Our results also suggest that training on
larger Web logs results in significant performance improvement
for Web caching.

4 DISCUSSIONS AND CONCLUSIONS

In this paper, we integrated a Web caching algorithm with a Web
log mining algorithm. A novelty in our work is to combine a
prediction model learned from Web log data with the state-of-the-
art GDSF cache-replacement algorithm. Our experiments demon-
strated that the association-rule based predictive algorithm
improves both the hit rate and the byte-hit rate in several
experiments.

In the future, we plan to study how to deal with nonstationary
data, such as caching, for dynamically changing database-driven
Web sites. For such Web sites, query-level prediction algorithms
need to be studied.
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