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ABSTRACT

In a paper published by Greenberg in 1998, it was said that in conver-
sational speech, phone deletion rate may go as high as 12% whereas
syllable deletion rate is about 1%. The finding prompted a new
research direction of syllable modeling for speech recognition. To
date, the syllable approach has not yet fulfilled its promise. On the
other hand, there were few attempts to model phone deletions explic-
itly in current ASR systems. In this paper, fragmented word mod-
els were derived from well-trained cross-word triphone models, and
phone deletion was implemented by skip arcs for words consisting
of at least four phonemes. An evaluation on CSR-II WSJ1 Hub2
5K task shows that even with this limited implementation of phone
deletions in read speech, we obtained a word error rate reduction of
6.73%.

Index Terms— Phone deletions, acoustic modeling, fragmented
word model, skip arc, syllable

1. INTRODUCTION

In his seminal papers [1, 2], Greenberg presented a syllabic-centric
perspective for understanding pronunciation variation. One of his
major findings from a systematic analysis of manually transcribed
conversations from the Switchboard [3] corpus is that syllable
is a more stable linguistic unit for pronunciation modeling than
phoneme: (a) in Switchboard, phone deletion rate is about 12%
whereas syllable deletion rate is about 1%; (b) syllable onsets are
well preserved; syllable nuclei may change; syllable coda are fre-
quently disposed.

The findings prompted a new research direction in the automatic
speech recognition (ASR) community to investigate the modeling of
syllables as the acoustic units for ASR [4, 5, 6, 7, 8, 9, 10], or to
incorporate syllable information to improve speech recognition [11,
12]. To date, the gain from syllable modeling on ASR is modest
(if there is any at all) when compared with a standard cross-word
triphone-based system.

This paper is not another attempt of syllable modeling. Instead,
we would like to investigate the effectiveness of incorporating phone
deletions explicitly in a conventional cross-word triphone-based sys-
tem. In the past research of syllable-based ASR, the research efforts
focused mainly on (a) how to determine the mixing of phone units
with syllable units [7, 13]? (b) How to model context dependency in
syllable modeling without an explosion of units [9, 10]? (c) How to
solve the data sparsity problem due to the explosion of syllable units,
especially when context-dependent syllables were used [7, 9, 10]?
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However, phone substitutions and phone deletions were not ex-
plicitly modeled except for a few failed attempts. For instance,

• In [13], skip arcs were added to some syllable states, but
the purpose is not to model phone deletions but to downplay
states that were not reliably trained. However, state skipping
resulted in performance degradation.

• In [8], multi-path syllable models were investigated to model
pronunciation variations but again resulted in poorer ASR
performance.

On the other hand, Jurafsky designed an interesting experiment
(again on Switchboard) to investigate what kinds of pronunciation
variations was hard for triphone modeling [14] using additional
training data with canonical lexicon. It turned out that the current
method of triphones training could model phone substitution and
vowel reduction quite well, but had problem with modeling sylla-
ble deletions. Inspired by both Greenberg’s and Jurafsky’s findings,
in this paper, we investigate explicit modeling of phone deletions1

in (whole) word models that are bootstrapped from cross-word tri-
phone models. For the CSR-II WSJ1 Hub2 5K recognition task,
even when we limit our investigation to words consisting of at least
4 phonemes, we are surprised that phone deletion modeling reduces
word error rate by an absolute 0.57% or a relative of 6.73%.

This paper is organized as follows. Explicit modeling of phone
deletions is described in the next section, which is followed by the
experimental evaluation in Section 3 and Conclusions in Section 4.

2. EXPLICIT MODELING OF PHONE DELETIONS

ah b taw

Fig. 1. An example of adding skip arcs to allow phone deletions.
The idea of allowing phone deletion by skip arcs as shown in

Fig. 1 is simple. In practice, since we use existing trainer and de-
coder (and in our case, HTK’s), we have to choose a linguistic unit
larger than a phoneme for its implementation. From the research
results of syllable modeling, we learn that in acoustic modeling,

1Phone deletions may be considered as more general than just syllable
deletions. In some cases, a single phone or a sequence of phone deletions is
equivalent to a syllable deletion.



Table 1. Examples of context-dependent fragmented word model (where ‘?’ represents any phone in the actual context).

Word Phonemic Transcription Modified Transcription Context-dependent Fragmented Word Model
about ah b aw t ah b̂ aw t ?-ah+b̂ aw ah-b̂ aw+t b̂ aw-t+?

consider k ah n s ih d er k ah n̂ ŝ ih d er ?-k+ah k-ah+n̂ŝ ih ah-n̂ ŝ ih+d n̂ ŝ ih-d+er d-er+?

• context dependency modeling is important. However, if
the acoustic unit is bigger than a phoneme, the number of
context-dependent models for such unit (like syllable) may
be astronomical.

• a tradeoff must be made between the number of acoustic units
and available training data.

Inspired by the work in [7, 10], we proposecontext-dependent
fragmented (whole) word models(CD-FWM) to implement phone
deletions, which are constructed from well-trained cross-word tri-
phones.

Fig. 2. An example of the construction of a context-independent
word model from word-internal triphones for the word “about”.

2.1. Context-dependent Fragmented Word Models (CD-FWM)

A context-independent (CI) word model may be easily constructed
from word-internal triphones as shown in Fig. 2 for the word
“about”. The recognition performance of CI word models con-
structed in this way should be the same as that of the original word-
internal triphones. However, modeling contextual word models is
not easy, and a naive approach of “tri-word modeling” is infeasible
even for a modest task with a few hundred words in its vocabulary.

Following the approach of fragmented context-dependent sylla-
ble models in [10], we propose thecontext-dependent fragmented
word models (CD-FWM)and split a word into three or more seg-
ments so that the center segment is not influenced by cross-word
contexts. This will greatly reduce the number of of possible context-
dependent units. To further contain the number of CD acoustic units
in CD-FWM, the number of segments depends on the lengthL of a
word, which is defined as the number of phonemes in its canonical
pronunciation, as follows:

• L ≤ 3: the word is represented by the original cross-word
triphones instead of a word model, and no phone deletions
are allowed.

• L = 4 or5: the word is split into 3 segments with the first and
the last segment consisting of a single phone. Table 1 gives
an example of a 3-segment CD-FWM for the word “about”.

• L ≥ 6: the word is split into 5 segments with the first two
and the last two segments consisting of a single phone. Ta-
ble 1 gives an example of a 5-segment CD-FWM for the word
“consider”.

Table 2. Coverage of words of various lengths in the WSJ lexicon
and corpora.

Word Length WSJ 5K Lexicon Hub2 Eval Word Tokens
L ≥ 6 2,672 (54%) 942 (26%)
L ≥ 4 4,314 (86%) 1,817 (50%)
L ≥ 1 4,989 (100%) 3,647 (100%)

The coverage of words of various lengths is shown in Table 2.
Thus, in a CD-FWM, there are actually both CD phone units

and CD subword units (SWU). In a 3-segment CD-FWM, both the
first and the last segments are affected by cross-word contexts, and
they are not the conventional triphones: the right context of the first
segment, and the left context of the last segment is the center sub-
word segment. (We call them additional CD phones as they are not
the conventional triphones.) On the other hand, the first and the last
segment for a 5-segment CD-FWM are just original cross-word tri-
phones; the middle three segments are similar to a 3-segment CD-
FWM. The important point is that for words withL ≥ 4, the center
SWU is almost unique for each word. As a consequence, the number
of acoustic units only increases byO(nV ), wheren is the number
of phonemes andV is the size of the vocabulary, instead ofO(V 3)
if “tri-words” are used.

Fig. 3. An example of adding skip arcs to allow phone deletions
in the actual implementation of context-dependent fragmented word
models (CD-FWM) for the word “consider”.

2.2. Practical Implementation of CD-FWM

In the practical implementation of CD-FWM by HTK, right now we
cannot skip two successive phones within an SWU. The reason is
that an SWU is represented by an HMM unit, and there are no null
nodes inside an HMM unit in HTK. To skip the first phone of an
SWU, a skip arc is constructed from the previous null node to the
first state of its second phone. To skip a middle phone in an SWU,
a skip arc is added to jump from the last state of its previous phone
to the first state of its following phone. To skip the last phone of an
SWU, a skip arc is added to jump from the last state of its previous
phone to the following null node. Fig. 3 shows an example with the
word “consider”.

We further did not allow skipping the first and the last phone
in a CD-FWM. Skipping them may increase the number of context-
dependent units drastically.



Table 3. Recognition performance on Nov’93 Hub2 5K evaluation task. All models have 5864 tied states. (SWU = Sub-Word Units)

Model #CD Phones #CD SWUs Word Accuracy
cross-word triphones 62,402 0 91.53%
CD-FWM for L ≥ 6 79,767 9,117 91.55%
CD-FWM for L ≥ 6 + phone deletion 79,767 9,117 92.10%
CD-FWM for L ≥ 4 380,341 13,907 91.58%
CD-FWM for L ≥ 4 + phone deletion 380,341 13,907 92.05%

3. EXPERIMENTAL EVALUATION ON CSR-II WSJ1 HUB2
5K RECOGNITION TASK

The effectiveness of modeling phone deletions in LVCSR using the
proposed context-dependent fragmented word models (CD-FWM)
was evaluated on the CSR-II WSJ1 Hub2 5K recognition task.

Table 4. Information of various WSJ data sets.

Data Set #Speakers #Utterances Vocab Size
train (si tr s) 302 46,995 13,725

dev1 (siet 05) 8 330 1,270
dev2 (sidt 05) 10 496 1,842
eval (si et h2) 10 205 998

3.1. Speech Corpora

Conventional speaker-independent cross-word triphone models and
the proposed CD-FWMs were trained on the standard SI-284 WSJ
training data plus additional WSJ adaptation data and short-term
training data in the WSJ0 and WSJ1 corpora. It consists of 8,720
WSJ0 utterances from 101 WSJ0 speakers and 38,275 WSJ1 utter-
ances from 201 WSJ1 speakers. Thus, there is a total of about 44
hours of read speech in 46,995 training utterances from 302 speak-
ers.

The standard Nov’93 5K non-verbalized Hub2 test set siet h2
was used for evaluation using the standard 5K-vocabulary bigram
that came along with the WSJ corpus. The optimal decoding param-
eters were only tuned on the baseline cross-word triphones system
by grid search using the WSJ1 5K development set sidt 05. They
were then simply adopted for all other systems under investigation.
Notice that utterances containing OOV words were removed from
both the development and evaluation test sets. A summary of these
data sets is shown in Table 4.

3.2. Training of Cross-word Triphone Models

The SI baseline model consists of 62,402 cross-word triphones based
on 39 base phonemes. Each triphone model is a strictly left-to-right
3-state continuous-density hidden Markov model (CDHMM), with
a Gaussian mixture density of at most 16 components per state, and
there are totally 5,864 tied states. (The model complexity was tuned
using another development set siet 05.) In addition, there are a 1-
state short pause model and a 3-state silence model.

The traditional 39-dimensional MFCC vectors were extracted at
every 10ms over a window of 25ms.

The models were first trained on the training utterances with no
endpoint detection. This first set of models were then used to end-
point all training data, and they were then re-trained with the end-
pointed data.

3.3. Training of Context-dependent Fragmented Word Models
(CD-FWM)

CD-FWM were derived from the baseline cross-word triphones as
follows:

STEP 1 : The canonical pronunciation of each word in the dictionary
was modified: the original phonemic representation was re-
placed by the corresponding FWM segments. Note that the
number of segments in the FWM of a word depends on its
length as described in Section 2.1. The number of cross-word
triphones, additional CD phones, and new CD subword units
(SWU) in the CD-FWMs for different settings are shown in
Table 3. Notice the 5-fold increase in the number of CD
phones when CD-FWMs were constructed for words consist-
ing of at least four phonemes vs. six phonemes.

STEP 2 : The required models in the CD-FWM system: cross-word
triphones, additional CD phones, and CD SWUs were then
constructed from the cross-word triphones in the baseline sys-
tem. At this point, the two systems are basically the same
— with the same set of tied states (and, of course, the same
state-tying structure) — and have the same recognition per-
formance.

STEP 3 : Skip arcs were added to the additional CD phones and CD
SWUs to allow deletion of any phones in a word except the
first one and the last one.

STEP 4 : The new CD-FWMs with skip arcs were re-trained for four
EM iterations.

As a sanity check for the efficacy of phone deletions, we also
re-trained the models constructed from STEP 2 without adding the
phone deletion skip arcs for four EM iterations in another experi-
ment. Notice that although the underlying tied states in CD-FWMs
are the same as those in the cross-word triphones that derive them,
due to the SWUs (which are represented by the center segments in
the FWMs), after re-training the acoustic models that involve those
center segments (e.g., ?-ah+bˆ aw in Table 1) will have their own
state transitions different from those in the original triphones, and
they are almost word-dependent (because only a few words will
share these units which have a context spanning over more than three
phonemes). The state distributions might also be different after re-
training.

3.4. Results and Discussion

The recognition performance of the cross-word triphone baseline
and the various CD-FWM systems are shown in Table 3. It can be
seen that without the addition of phone deletion skip arcs, re-trained
CD-FWMs give almost no recognition improvement over the base-
line triphone system2. Although the new CD phones and CD SWUs

2We had empirically verified, as expected, that CD-FWMs gave the same
recognition performance as the baseline triphones which derived them if they
were not re-trained.



Fig. 4. Distribution of phone deletion probabilities for the CD-FWM
system withL ≥ 6. Those with a probability less than 0.01 are
removed from this plot.

in CD-FWMs may model some word-specific information through
the re-estimated state transitions in those models, since state transi-
tions are much less important than the state distributions in an HMM,
the improvement is expected to be small, if any.

The biggest gain comes from the addition of skip arcs to allow
phone deletions; it is 0.57% absolute. We are disappointed by the
result fromL ≥ 4 which is not better than that fromL ≥ 6.

3.5. Analysis of the Skip Arc Probabilities

We looked at the estimated probabilities of the phone deletion skip
arcs for the CD-FWM system that implemented phone deletions for
words with six or more phonemes. A distribution of their proba-
bilities is plotted in Fig. 4. Out of the total 52,507 phone deletion
skip arcs, 49,814 (about 95%) of them have a probability less than
0.01 (which are not included in the plot of Fig. 4). Thus, only about
5% of the phones (in the added CD phones and CD SWUs) benefit
from possible deletions; yet, the recognition improvement is rela-
tively substantial.

We will examine these 5% phone deletions in greater detail in
our future work.

4. CONCLUSIONS

In this paper, we hypothesize that phone deletions, though are more
common in spontaneous speech, may also occur in read speech, and
investigated their effectiveness on the WSJ task. They were imple-
mented by the concept ofcontext-dependent fragmented word mod-
els(CD-FWM) which were composed from well-trained cross-word
triphones. As a consequence, their recognition performance should
not be worse than that of cross-word triphones. To contain the ex-
pansion of subsequent context-dependent phone units and subword
units, we limited CD-FWMs for words consisting of four or more
phonemes. For the remaining words, they were modeled by tri-
phones. On the Hub2 evaluation set, the word recognition accuracy
improved from the baseline 91.53% (given by cross-word triphones)
to 92.10%.

The construction of CD-FWMs can model some word-specific
information. Right now, although both state transitions and state dis-
tributions in the CD-FWMs were re-estimated, only the re-estimated
state transitions may capture word-specific information because the
state distributions were still shared with the global triphones since
the original tied states were kept. We would like to investigate how to
untie some of these tied states to better model word-specific informa-
tion. Moreover, in the current implementation, we could not delete
the last phoneme in a word; this is obviously not correct. Future
work will deal with all these limitations using spontaneous speech.
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