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Lopsided Trees, I: Analyses1

V. Choi2 and M. J. Golin3

Abstract. Lopsided trees are rooted, ordered trees in which the length of an edge from a node to itsi th child
depends upon the value ofi . These trees model a variety of problems and have therefore been extensively
studied. In this paper we combine analytic and combinatorial techniques to address three open problems on
such trees:

• Givenn, characterize the combinatorial structure of a lopsided tree withn leaves that has minimal external
path length.

• Express the cost of the minimal external path length tree as a function ofn.
• Calculate exactly how many nodes of depth≤ x exist in the infinite lopsided tree.

Lopsided trees modelVarn codes, prefix free codes in which the letters of the encoding alphabet can have
different lengths. The solutions to the first and second problems above solve corresponding open problems on
Varn codes. The solution to the third problem can be used to model the performance of broadcasting algorithms
in the postal model of communication. Finding these solutions requires generalizing the definition of Fibonacci
numbers and then using Mellin-transform techniques.

Key Words. Varn codes, Fibonacci recurrences, Mellin transforms, Postal model.

1. Introduction. In this paper we discuss some properties of lopsided trees. A tree is
said to belopsidedif it is a rooted, ordered (i.e., the children of each node are ordered)
tree with maximum arityr , in which the length of an edge from a parent to itsi th
child is ci wherec1 ≤ c2 ≤ · · · ≤ cr are r fixed positive reals. Figure 2 illustrates
two finite lopsided trees, Figure 3 illustrates an infinite one. The namelopsided trees
was only coined in 1989 by Kapoor and Reingold [19] but the trees themselves have
been implicitly present in the literature at least since 1961 when Karp [20] used them
to model minimum-cost prefix-free (Huffman) codes in which the length of the edge of
the letters in the encoding alphabet were unequal;ci represented the length of thei th
letter in the encoding alphabet (theideaof such codes was already present in Shannon’s
seminal paper on communication theory [30]). Such trees were later used in [16] and [4]
to design more efficient algorithms for the same problem.

For fixedc1 ≤ c2 ≤ · · · ≤ cr we study three problems on these trees:

• Givenn, characterize the combinatorial structure of a lopsided tree withn leaves that
has minimal cost, where the cost of a tree is its external path length, i.e., the sum of
the lengths of the paths from the root to all of the leaves.

1 The work of the authors was partially supported by HK RGC Grants HKUST 181/93E, HKUST652/95E,
6082/97E, and 6137/98E.
2 Department of Computer Science, Rutgers University, Piscataway, NJ 08855, USA. vchoi@cs.rutgers.edu.
3 Department of Computer Science, Hong Kong University of Science and Technology, Clear Water Bay,
Kowloon, Hong Kong. golin@cs.ust.hk.

Received June 6, 2000; revised October 11, 2000. Communicated by R. Kemp and H. Prodinger.
Online publication August 28, 2001.



Lopsided Trees, I: Analyses 241

• Calculate exactly how many nodes of depth≤ x exist in the infinite tree.
• Express the cost of the minimal cost tree as a function ofn and theci .

To motivate these problems we first introduce the concept of a Varn code [32], [28].
Suppose that we wish to construct a prefix-free encoding ofn symbols using an encoding
alphabet ofr letters,6 = {α1, . . . , αr } in which the length of characterαi isci , where the
ci ’s may all be different. As an example consider the Morse code alphabet6 = {., −}
in which the length of a “dash” may be longer than that of a “dot.” By a prefix-free
encoding we mean a set ofn strings{ω1, . . . , ωn} ⊆ 6∗ in which noωi is a prefix of
anyωj .

If a symbol is encoded using stringω = αi1αi2 · · ·αi l , thencost(ω) =∑j≤l ci j is the
length of the string. For example, ifr = 2,6 = {0,1}, andc1 = c2 = 1, then the cost of
the string is just the number of bits it contains. This last case is the basic one encountered
in regular Huffman encoding [29], [12].

Now suppose that then symbols to be encoded are known to occur with equal fre-
quency. Thecostof the code is then defined to be

∑
i≤n cost(ωi ) (which divided byn

is the average cost of transmitting orlengthof a symbol). Givenc1 ≤ c2 ≤ · · · ≤ cr

a Varn codefor n symbols is a minimum-cost code. Varn codes have been extensively
studied in the compression and coding literature; [28] contains a large bibliography and
up-to-date description of what is currently known about them.

Such codes can be naturally modeled by lopsided trees in which the length of the
edge from a node to itsi th child isci ; we call such an edge ani th edge. Suppose that
v is a leaf in a lopsided tree and the unique path from the tree’s root tov first traverses
an i st

1 edge then ani nd
2 edge and so on up to ani th

l edge. We can then associate with
this leaf the codewordω = αi1αi2 · · ·αi l . The cost of this codeword is exactly the same
as the depth ofv in the tree, i.e.,

∑
j≤l ci j . Using this correspondence, every tree with

n leaves corresponds to a prefix-free set ofn codewords and vice versa; the cost of the
code is exactly equal to the external path length of the tree which we henceforth call the
costof the tree. This correspondence is extensively used, for example, in the analysis of
Huffman codes. See Figure 1. A lopsided tree with minimal cost forn leaves is called
anoptimal tree. See Figure 2.

With this correspondence and notation we see that the problems of constructing a
Varn code and calculating its cost are equivalent to those of constructing an optimal
tree and calculating its cost. Under these two different guises these problems have been
extensively studied in both the coding/compression and computer science communities.
Algorithms for finding such trees appear in [19], [7], [32], [9], [26], and [18]. The first
two citations are special cases; in [19] Kapoor and Reingold discuss the binary case
(r = 2) and in [7] Choy and Wong address what they callα, β trees, trees in which
r is fixed, and∀i , ci = α + (i − 1)β. Both special case algorithms run inO(n) time.
The remaining citations provide algorithms for the general case; the fastest one is [18]
which runs inO(n log2 r ) time. The bottleneck in these general algorithms is that there
are many possible trees withn leaves and all of the algorithms work by constructing
restricted (but large) sets of such trees and somehow finding the minimal-cost one in the
set; this tree will be the optimal one. (Whenr = 2 this restricted set will collapse to
only one candidate tree; it is whenr > 2 that problems arise.) Analyses of the costs of
Varn codes or, equivalently, of the costs of optimal lopsided trees appear in [30], [23],
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Fig. 1.Two trees with six leaves (labeled a, b, c, d, e, f). The tree on the left has(c1, c2) = (1,1). It corresponds
to the prefix-free code

a = 000, b = 001, c = 011, d = 011, e= 10, f = 11

for alphabet6 = {0,1} when 0 and 1 have the same length. The cost of the code and corresponding tree is
3+ 3+ 3+ 2+ 2= 13. The tree on the right has(c1, c2) = (1,2). It corresponds to the prefix-free code

a = .... , b = ... , c = .. , d = . , e= . , f =
when6 = {., } andlength(.) = 1, length( ) = 2. The cost of the code and corresponding tree is 4+ 5+ 4+
3+ 3+ 4= 23.

[10], [11], [2], [19], [28], and [1]. As the authors of these papers mention, their various
analyses are only tight for some special cases but in most cases provide only loose
upper and lower bounds. Many of the analyses use information theoretic techniques and
therefore cannot be tight (since they do not fully model the tree). The most complete
analysis is in [19] which derives a closed asymptotic expression but restricts itself to the
binary-tree case for rationalc1/c2, leaving both the binary irrational and the generalr -ary
cases open problems. Lopsided trees have also been used to model searching procedures

Fig. 2. The two trees pictured both haver = 3, (c1, c2, c3) = (2,2,5), and ten leaves each. The leftmost one
has five internal nodes and cost 60; the rightmost one has six internal nodes and cost 59. We will see later that
the rightmost one is optimal.
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with r -ary branching in which the cost of discovering that thei th branch must be taken
is ci [31].

This paper has two main results, one combinatorial, the other analytic. Combining
them yields a full analysis of the cost of Varn codes.

The first main result of this paper is a new combinatorial way of looking at optimal,
i.e., mimimum-cost, lopsided trees. We assume thatc1 ≤ c2 ≤ · · · ≤ cr are fixed and
examine how the structure of optimal lopsided trees evolve asn increases. We prove that
the trees evolve in a very regular and understandable fashion. This permits us to know
what an optimal tree forn nodes looks like without having to search through a large
collection of lopsided trees.

The second main result of this paper is an analysis of exactly how many nodes in
the infinite tree have depth at mostx. This problem reduces to analyzing Fibonacci-type
recurrences of the form

L(x) = L(x − c1)+ L(x − c2)+ · · · + L(x − cr ).(1)

This problem is easy if theci are integers or rational multiples of each other, see, e.g.,
[33]. It gets complicated when theci are irrational. While the solution to the caser = 2
is implicit in the work of Fredman and Knuth [15] and, later, Pippenger [27], the general
r -ary case does not seem to have been previously addressed. We show how to use Mellin
transform and singularity analysis techniques to solve these equations. The solution to
(1) will have a qualitatively different behavior depending upon whether theci are rational
multiples of each other or not. This difference in behavior will be reflected in the ways
in which the trees evolve as the number of leaves increase.

The analysis ofL(x) is of independent interest. We illustrate this by describing an
application in the derivation of exact bounds on the time needed for broadcasting in the
postal model of message passing in distributed computation, improving the bounds given
in [3].

A more important application arises when we combine the analysis ofL(x) with the
first result describing the structure of trees. This will yield the major result of this paper,
an exact analysis of the cost of optimal trees or Varn codes. Because we know exactly
how the structure of the optimal tree evolves asn grows we are able to calculate how
the cost of the optimal tree increases withn. This provides, once and for all, a unified
analysis that gives asymptotically exact bounds for Varn code costs in all cases.

The remainder of this paper is structured as follows. Section 2 motivates the problem
and introduces the definitions that are used. Section 3 presents (mostly without proof)
the three major results of this paper: (i) a description of the combinatorial structure
of optimal trees; (ii) an asymptotic analysis of the solution to generalized Fibonacci
recurrences and the subsequent analysis of the distribution of nodes in the infinite tree
that it implies as well as the analysis of broadcasting protocols in the postal model that
follows; (iii) an asymptotic analysis of optimal Varn lopsided trees or, equivalently, Varn
codes.

Sections 4–6 prove the respective results of parts (i)–(iii).
We point out that our first result, the derivation of how the combinatorial structure

of the trees evolves, can be used to design a new algorithm for constructing optimal
lopsided trees inO(n logr ) time, beating the oldO(n log2 r ) bound. This algorithm and
its analysis are presented in a companion paper [6].
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2. Definitions. In this section we motivate and introduce the definitions used in the rest
of the paper. In what follows{x} = x−bxc is thefractional partof x, e.g.,{7.32} = 0.32.

Now let 0< c1 ≤ c2 ≤ · · · ≤ cr ber fixed reals.

DEFINITION 1. The infinite r-ary tree is the infinite, rooted,r -ary tree such that the
length of the edge connecting a node to itsi th child isci . See Figure 3.

A lopsided tree is a subtreeT of the infinite r -ary tree containing the root. See
Figure 4.

If u is a node in the infinite tree, thenchildi(u) is thei th child of u, e.g., in Figure 3
child1(4) = 8, child2(4) = 12, andchild3(4) = 18.

In standard trees thedepthof a nodev is defined to be the number of edges on the
unique path from the root tov. Theexternal path lengthof the tree is the sum of the
depth of all external nodes. This definition can easily be extended to lopsided trees if we
redefine the depth ofv to be the sum of the lengths of the edges on the path connecting
the root tov.

DEFINITION 2. Letu be a node and letT be a lopsided tree.
depth(u) is the sum of the lengths of the edges on the path connecting the root tou.

Fig. 3.The labeled infinite 3-ary tree with(c1, c2, c3) = (3,5,7). Nodes are drawn so that the depth of nodes
on the page corresponds to their depths in the tree. This convention is followed throughout this paper.
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Fig. 4.A lopsided tree withr = 3 and(c1, c2, c3) = (3,5,7).

Theexternal path length or costof T is C(T) =∑v a leaf of T depth(v), the sum of
the depths of all external nodes.

Theheight of T is H(T) = maxu∈T depth(u).

For example, in the treeT in Figure 4,depth(4) = c1 + c1 = 3+ 3 = 6, depth(6) =
c1 + c2 = 3+ 5 = 8, andC(T) = 6+ 8+ 10+ 8+ 10+ 7 = 49. H(T) = 10 =
depth(9) = depth(10).

DEFINITION 3. A treeT with n leaves isoptimal if it has the minimal cost among all
lopsided trees withn leaves. We denote such an optimal tree byTn (note that it might
not be unique). See Figure 5.

In our analysis of the structure of the trees we are interested in knowing at what depths
nodes can appear in the infinite tree. It is obvious that nodes will appear at exactly the set
of depths{∑r

i=1 ai ci } where theai range over all nonnegative integers. For example, if
(c1, c2) = (15,25), then nodes can only have depths that are multiples of 5= gcd(15,25)
and, deep enough in the tree, nodes will appear oneverylevel with depth a multiple of 5.
If, though,(c1, c2) = (3, π), then nodes appear on all depths that can be written in the
form a1c1 + a2c2, a1,a2 ≥ 0 integers, and general theorems about irrational numbers
[25] imply that the depth difference between (neighboring) successive levels upon which
nodes appear tends to zero. This is discussed in more detail in Section 3.2. To formalize
this distinction we introduce the following definitions:

DEFINITION 4. Let(c1, . . . , cr ) be a tuple ofr positive reals:

1. The tuple isrationally relatedif there existsd > 0 and positive integers(c1
′, . . . , cr

′)
such that

(c1, . . . , cr ) = d · (c1
′, . . . , cr

′) and gcd(c1
′, . . . , cr

′) = 1.
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Fig. 5.Forr = 3, (c1, c2, c3) = (2,2,5). The cost of the trees are, respectively, 60, 59, 60, 62. It can be shown
that (b) is an optimal tree forn = 10 leaves.

2. If (c1, . . . , cr ) is rationally related we define the gcd of the tuple by gcd(c1, . . . , cr ) = d.
3. If (c1, . . . , cr ) is not rationally related it is said to beirrationally related.

For example, triple(2π,4π,6π) is rationally related because(2π,4π,6π) = 2π
(1,2,3) but the triple(1,4, π) is not rationally related. Note that if the(c1, . . . , cr ) are
all integers, then the gcd defined above is the standardgreatest common divisor, e.g.,
(10,20,35) = 5(2,4,7) so gcd(10,20,35) = 5.

There is one more definition that we need. It turns out that optimal trees of a certain
size have a bottom “fringe” of sizeh whereh is defined in the following lemma (which
is proved in Section 4):

LEMMA 1. Let xm = (
∑m

i=1 ci )/(m− 1) for m = 2, . . . , r . There exists k≥ 2 such
that

x2 ≥ x3 ≥ · · · ≥ xk−1 ≥ xk < xk+1 < · · · < xr .(2)

(If x2 ≤ x3, set k= 2. If x2 ≥ x3 ≥ · · · ≥ xr−1 ≥ xr , set k= r .) Letting k be this value

and setting h
def= xk we have, further, that, if k < r , then ck ≤ h < ck+1.

3. The Results. In this section we present the major results of this paper. Proofs of
most of the results are deferred until later.

Before starting the discussion oflopsided trees we try to give some intuition by
quickly reviewing what is known about the standard,nonlopsided, tree, i.e.,r = 2 and
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Fig. 6.The functionB(log2 n) = 2− {log2 n} − 21−{log2 n}.

c1 = c2 = 1. It is well known, e.g., [22, 5.3.1], that such a tree with minimal external
path length forn leaves must have the following property: all leaves must appear on level
l = blog2 nc or level l + 1. This means that there will be 2l+1 − n leaves on levell and
2n− 2l+1 leaves on levell + 1. The external path length is then

l (2l+1− n)+ (l + 1)(2n− 2l+1) = ln + 2n− 2l+1.

The question now is how to rewrite this as a function ofn. The standard way of doing
so is to note that

l = log2 n− {log2 n}, 2l+1 = n21−{log2 n}.

The external path length can therefore be rewritten as

ln + 2n− 2l+1 = n log2 n− n
[
2− {log2 n} − 21−{log2 n}]

= n log2 n+ nB(log2 n),

whereB(θ) = 2− {x} − 21−{x} is periodic with period 1, i.e.,B(1+ x) = B(x). See
Figure 6.

Two important observations to keep in mind about this example are: (i) the optimal
tree was one that tried to keep the leaves as “balanced” as possible; (ii) the fact that
the leaves can occur on two distinct levels a unit distance apart introduced the periodic
B(θ) term into the expression for path length. This periodic term “corrects” for the fact
that there is a discrete jump between successive levels. Both of these observations prove
helpful in understanding the results in the remainder of this section.

3.1. The Structure of Optimal Trees. In this subsection we describe treesTn that have
minimal external path length among all trees withn leaves. More particularly we examine
how the structure of the optimal trees changes asn grows.

We start by labeling the nodes of the infinite tree as 1, 2, 3,. . . , in order of increasing
depth, breaking ties arbitrarily. That is, ifuandv are two nodes withdepth(u) < depth(v),
then u < v; if depth(u) = depth(v), break ties arbitrarily. Figures 3 and 7 provide
examples of such labelings.

DEFINITION 5. LetV be any set of nodes. Set

LEAF(V) = {u: parent(u) ∈ V,u /∈ V}.
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Fig. 7. The top of the infinite tree with(c1, c2, c3, c4, c5) = (3,5,5,8.75,10). (r = 5). Note that
l0, l1, l2, l3, l4, . . . = 0,3,5,6,8 . . . andm0,m1,m2,m3,m4 = 1,2,4,5,9.

For n ≤ |LEAF(V)|, let

LEAFn(V) = then smallest labeled nodes inLEAF(V).

LEAFn(V) is the set ofn smallest labeled nodes that are children of nodes inV but
are not inV themselves.LEAFn(V) containsn highest (smallest depth) inLEAF(V).

For example, in Figure 7,LEAF5({1,2,3}) = {4,5,6,7,8}.
It is obvious that an optimal tree must beproper (each of its internal nodes must

have at least two children) otherwise some internal node can be replaced by its child,
decreasing the cost. This property of beingproperwill be useful later.

For any givenn, let m be the number of internal nodes of some proper tree havingn
leaves. The total number of edges in the tree isn+m− 1. Since every internal node has
between two andr children, 2m≤ n+m−1≤ rm, ord(n−1)/(r −1)e ≤ m≤ n−1.
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Fig. 8. In the first case of Theorem 1 whenn = aj , the optimal treeTn = T
mj
aj

. In this example,a2 = 11,

a3 = 14. ThereforeT11 = Tm2
a2 andT14 = Tm3

a3 .

DEFINITION 6. Let d(n − 1)/(r − 1)e ≤ m ≤ n − 1, andVm = {1,2, . . . ,m}. Set
Tm

n = Vm ∪ LEAFn(Vm).

By definition, ifu ∈ Tm
n is not a root, thenparent(u) ∈ Tm

n soTm
n is a tree. These trees

are calledshallow treesin [18] which uses the simple observation that there must be some
shallow tree that is also optimal as the basis of an algorithm for constructing optimal trees.
Figure 5 illustrates the shallow treesT5

10, T6
10, T7

10, andT8
10 when(c1, c2, c3) = (2,2,5).

Return now to the infinite tree and letl0, l1, l2, . . . , be the consecutive levels upon
which nodes appear, i.e.,l0 = 0 and

∀i > 0, l i = min{depth(v): v a node withdepth(v) > l i−1}.

Thus, for example,l1 = c1, l2 = min(2c1, c2), etc.
Also letmj be the number of nodes higher than or on depthl j (Figure 7):

mj = |{v a node:depth(v) ≤ l j }|.

With these definitions, we can now state our main combinatorial result. Figures 8–
11 illustrate the various cases of the theorem forr = 5 and (c1, c2, c3, c4, c5) =
(3,5,5,8.75,10). The proof of the theorem is given in Section 4.

Fig. 9. In the second case of Theorem 1 whenaj < n ≤ bj , the optimal treeTn = T
mj
n . In this example,

a3 = 14,b3 = 17. SoT15 = Tm3
15 (not pictured),T16 = Tm3

16 , andT17 = Tm3
17 .
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Fig. 10. In the third case of Theorem 1bj < n < aj+1. If n = bj + p(k− 1), the optimal tree forn leaves is

Tn = T
mj+p
n . In this example,b3 = 17, 19= 17+ 1 · (3− 1), and 21= 17+ 2 · (3− 1). SoT19 = Tm3+1

19

andT21 = Tm3+2
21 .

THEOREM1. Given c1 ≤ c2 · · · ≤ cr let k and h be as defined in Lemma1 and let lj
and mj be as defined above. Set

Aj = {v ∈ LEAF(Vmj ): depth(v) ≤ l j + h}

and aj = |Aj |, the number of nodes in Aj , set

Bj = Aj ∪ {v ∈ LEAF(Vmj ): l j + h < depth(v) ≤ l j+1+ h}

and bj = |Bj |, the number of nodes in Bj .

1. If n = aj , then the tree T
mj
aj = Vmj ∪ Aj is optimal.

2. If aj < n ≤ bj , then the tree T
mj
n is optimal; furthermore, T

mj

bj
= Vmj ∪ Bj .

3. If bj < n ≤ aj+1, then
(a) n = bj + p(k− 1), then T

mj+p
n is optimal;

(b) n = bj + p(k−1)+q with q< k−1, then one of T
mj+p
n and T

mj+p+1
n is optimal.

Intuitively this theorem reverses the problem. Instead of asking “how many internal

Fig. 11. In the second part of the third case of Theorem 1bj < n < aj+1 andn = bj + p(k − 1) + q

with 0 < q < k − 1, the optimal tree forn leaves is eitherT
mj+p
n or T

mj+p+1
n . In this example,b3 = 17,

22= 17+ 2 · (3− 1)+ 1. The cost ofTm3+2
22 is 246.75 while the cost ofTm3+3

n is 247.25. SoT22 = Tm3+2
22 .
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nodes are in an optimal tree withn leaves?” it instead asks, and answers, the question
“if T is an optimal tree withm internal nodes, how many leavesnm canT have?”

We now briefly sketch the theorem’s implications. Figures 8–11 illustrate the discus-
sion. To build treeT

mj
aj draw a horizontal line across the infinite tree at depthl j ; the

nodes on or above this line are themj nodes inVmj , the internal nodes inT
mj
aj . Next draw

a second horizontal line at depthl j + h. The nodes inVmj have exactlyaj children on
or above this line. These nodes, theAj , will be the leaves ofT

mj
aj . The treeT

mj
aj will be

optimal.
Now draw a third horizontal line at depthl j+1+ h. There arebj − aj children of the

Vmj between the second and third lines (actually, below the second and on or above the
third). If n satisfiesaj < n ≤ bj , then constructT

mj
n by taking then− aj highest nodes

between the second and third lines and adding them toT
mj
aj as leaves. The treeT

mj
n will

be optimal. The largest such tree constructed this way isT
mj

bj
.

If bj < n ≤ aj+1 the theorem says that optimalTm
n can be constructed as follows. If

n is of the formn = bj + p(k−1) take thep highest leaves inT
mj

bj
, make them internal,

and add theirk highest children to the tree.
If bj < n < aj+1 butn = bj + p(k−1)+q with 0< q < k−1, then we do not know

a priori what the optimal tree must be. By looking at the definitions we do know, though,
that it must be either the tree that results from starting withT

mj+p
bj+p(k−1) and adding theq

smallest unused leaves inVmj+p to the tree or starting withT
mj+p+1
bj+(p+1)(k−1) and erasing the

k− 1− q deepest leaves in that tree.

3.2. Growth of the Infinite Tree. We need to understand how the infinite tree evolves
as its depth grows. SetAx = {v a node :depth(v) ≤ x} to be the tree containing all
nodes of depth at mostx in the infinite tree. Then set

F(x) = number of nodes inAx, L(x) = number of leaves inAx.

TreeAx has a root and subtrees falling off of each of itsr children. The subtree falling
off of the i th child has the same structure asAx−ci so (Figure 12) the equations satisfy

Fig. 12.TreeTi is the subtree rooted at thei th child of the root ofT . If T has heightx, thenTi has height
x − ci and containsF(x − ci ) nodes.
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the Fibonacci-type recurrences

F(x) =


1+ F(x − c1)+ F(x − c2)

+ · · · + F(x − cr ), if x ≥ c1;
1, if 0 ≤ x < c1;
0, if x < 0;

(3)

and

L(x) =
L(x − c1)+ L(x − c2)+ · · · + L(x − cr ), if x ≥ c1;

1, if 0 ≤ x < c1;
0, if x < 0.

(4)

Both of these equations are defined for all realx.
Now notice that if a nodeu ∈ Ax hasdepth(u) > x−c1, then any child ofu will have

depth greater thanx; u therefore can have no children and is a leaf. Ifdepth(u) ≥ x−c1,
then at least the first child ofu is in Ax andu is not a leaf. We have just shown thatu is
a leaf if and only ifdepth(u) > x − c1 and thus

L(x) = F(x)− F(x − c1).(5)

We will now see that the behavior of the solution ofF(x), and thusL(x) as well, will
depend very strongly upon whether theci are rationally related or not. This qualitative
difference will strongly influence the analysis of optimum lopsided trees.

Suppose that the(c1, . . . , cr ) are given. A node can exist on levelx of the infinite
tree if and only if there is a path of lengthx in the tree; this in turn only happens if there
exist nonnegative integersa1, . . . , ar ≥ 0 such that

∑
i ai ci = x. The existence of such

integers corresponds to the existence of a path containing exactlya1 first edges from a
nodes,a2 second edges, etc. The number of nodes on levelx will be the number of paths
that can be built usinga1 first edges,a2 second edges, etc., which is

∑
a1c1+···+ar cr =x

a1,...,ar ,≥0

(
a1+ a2+ · · · + ar

a1, a2, . . . , ar

)
,

where the summation is over all tuples(a1,a2, . . . ,ar ) satisfying the conditions. Thus

F(x) =
∑

a1c1+···+ar cr ≤x

a1,...,ar≥0

(
a1+ a2+ · · · + ar

a1, a2, . . . , ar

)
.(6)

Suppose now that(c1, c2) = (3,5). ThenF(x) can only change at integer values of
x that can be written in the form 3a1 + 5a2, i.e., x = 1,3,5,6,8,9,10. . . and every
integerx ≥ 10. The fact that forx ≥ 8 the difference between successive depths upon
which nodes appear is a constant (= 1) is not unique to this pair ofci ; for all c1, c2 with
gcd(c1, c2) = 1 there exists some integerN such that for every integern ≥ N, there
exista1,a2 ≥ 0 witha1c1+a2c2 = n. In this caseF(x) changes exactly at integer values
and remains unchanged between them.
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On the other hand if(c1, c2) = (3, π), then successive levels of the forma1c1+ a2c2

tend to be closer and closer together with the difference between successive levels tending
to zero.

More generally if(c1, . . . , cr ) are rationally related, then the infinite tree can only
have nodes on levels that are integer multiples ofd = gcd(c1, . . . , cr ); furthermore,
there is someX such that ifx ≥ X is an integral multiple ofd, then the tree contains
nodes on levelx. By contrast, if(c1, . . . , cr ) are irrationally related we will now see that
the distance between successive levels upon which nodes appear will decrease to zero.
This is a consequence of the Kronecker–Weyl theorem on the uniform distribution of the
multiples of irrational numbers [25]. (Pippenger [27] gives a more sophisticated applica-
tion of the Kronecker–Weyl theorem to Diophantine combinations of irrationally related
pairs.) We actually do not need the full power of the Kronecker–Weyl theorem; we only
use the fact that ifθ is an irrational number, then the sequence{θ}, {2θ}, {3θ}, {4θ}, . . .
is densein [0,1].

Suppose that(c1, . . . , cr ) is irrationally related. This implies that there are someci , cj

such thatci /cj is irrational. We will now show that even the levels in{ai ci+aj cj , : ai ,aj ≥
0}, the set that can be reached using onlyci andcj edges, have the property that the
distance between successive levels upon which nodes appear will decrease to zero.
Without loss of generality we may scale by dividing byc1 and assume thatci = 1 and
cj = θ is irrational (scaling maintains the property that the differences go to zero). Let
U = {a + bθ : a,b ≥ 0} be the set of level depths. Fixm and,∀n ≥ 0, ∀0 ≤ t < m,
define

Un,t =
[
n+ t

m
, n+ t + 1

m

]
∩U.

We will show that for alln large enough and allt , Un,t 6= ∅. Since this will be true
for everym it will prove that the distance between successive levels upon which nodes
appear will decrease to zero.

Note that if x = a + bθ ∈ U , then x + 1 = (a + 1) + bθ ∈ U . Thus, if for
somen′ and specifict , Un′,t 6= ∅, then,∀n > n′, Un,t 6= ∅. From the fact that
{θ}, {2θ}, {3θ}, {4θ}, . . . is dense in [0,1] we know that there is someN such that,
∀0 ≤ t < m, there is some element of{θ}, {2θ}, {3θ}, {4θ}, . . . , {Nθ} in each of the
subintervals [t/m, (t + 1)/m]. This, then, immediately implies that,∀n > dNθe and
∀0≤ t < m, Un,t 6= ∅ and we are done.

We encapsulate the above comments in a lemma for later use:

LEMMA 2. Let (c1, . . . , cr ) be an r-tuple of nonnegative reals.

• If (c1, . . . , cr ) is rationally related with d= gcd(c1, . . . , cr ), then∃J such that,
∀ j > J, l j+1− l j = d.
• If (c1, . . . , cr ) is irrationally related, thenlim j→∞(l j+1− l j ) = 0.

We now state the exact asymptotics ofF(x).4 Note that they reflect the qualitative
difference described above. The proof of this theorem is given in Section 5.

4 The asymptotics ofF(x) for r = 2 can be derived from [15] and [27] which, in different ways, both study
the functionh(x) = F(ln x).



254 V. Choi and M. J. Golin

THEOREM2. Let (c1, . . . , cr ) be an r-tuple of nonnegative reals and define

F(x) =


1+ F(x − c1)+ F(x − c2)

+ · · · + F(x − cr ), if x ≥ c1;
1, if 0≤ x < c1;
0, if x < 0.

(7)

Letα be the smallest real positive root of the equation Q(z) = 1− zc1 − zc2 − · · · − zcr

andϕ = 1/α. Let c=∑r
i=1 ciϕ

−ci ). Then:

1. If (c1, . . . , cr ) is rationally related,

F(x) = D(x)ϕx + O(ρx),

where D(x) = (d/c(1 − ϕ−d))ϕ−d{x/d} is a periodic function with period d and
0≤ ρ < ϕ.

2. If (c1, . . . , cr ) is irrationally related,

F(x) = 1

c lnϕ
ϕx + o(ϕx).

If the (c1, . . . , cr ) are rationally related, thenF(x) only changes at integral multiples
of d; if the (c1, . . . , cr ) are irrationally related, then, asx increases, the difference
between values at whichF(x) changes gets smaller and smaller soF(x) behaves more
and more as a continuous function.

We can plug the results of the theorem into (5) to find the behavior ofL(x). We
summarize the results in the next theorem.

THEOREM3. Let (c1, . . . , cr ) be an r-tuple of nonnegative reals and define

L(x) =
L(x − c1)+ L(x − c2)+ · · · + L(x − cr ), if x ≥ c1;

1, if 0≤ x < c1;
0, if x < 0.

(8)

Letα be the smallest real positive root of the equation Q(z) = 1− zc1 − zc2 − · · · − zcr

andϕ = 1/α. Let c=∑r
i=1 ciϕ

−ci ). Then:

1. If (c1, . . . , cr ) is rationally related,

L(x) = E(x)ϕx + O(ρx),

where E(x) = (d/c(1− ϕ−d))ϕ−d{x/d}1− ϕ−c1) is a periodic function with period
d andρ < ϕ.

2. If (c1, . . . , cr ) is irrationally related,

L(x) = 1− ϕ−c1

c lnϕ
ϕx + o(ϕx).

Note: In the rational case we use the fact thatc1 is an integral multiple ofd to find
that D(x − c1) = D(x).
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Theorems 2 and 3 look rather strange; they seem to imply that the rational and
irrational cases have totally different behaviors. This is actually not so. The different
behaviors of the rational and irrational case actually reflect the fact that they have the
same instantaneous rate of growth. Since this is tangential to the focus of this paper we
have removed this explanation to the Appendix.

3.2.1. The Minimum Height of a Tree. In this subsection we derive the the minimum
height of a tree withn leaves and discuss basic applications in the theory of distributed
broadcasting protocols.5

Denote the minimum height of a tree withn leaves asH(n); it is given by the
recurrence

H(n) = min
n1+n2+···+nr =n

n1,n2,...,nr≥0

[
max
ni 6=0

(H(ni )+ ci )

]
,(9)

where H(1) = H(0) = 0. Instead of attempting to solve this equation directly we
examine the structure of the minimum-height trees by using the results of the previous
subsection.

First notice thatH(n) is certainly a nondecreasing function because ifH(n) = m,
then there is a treeT of heightm containingn leaves. Peeling away leaves from the tree
until there aren− 1 leaves yields a tree with height at mostm, soH(n− 1) ≤ m (note
that we might have to peel away many leaves because some might be the only child of
their parent and discarding them does not decrease the number of leaves).

The tree containing all nodes of depth at mostx hasL(x) leaves soH(L(x)) ≤ x.
Supposex is a depth at which some nodes exist. It would be convenient if we could say
thatH(L(x)) = x. Unfortunately this is not always true. Consider, for example, the case
in which r = 2, c1 = 1, andc2 = 2. Let x = n for some large integern and examine
the treeAn containing all nodes of depth at mostn. There is only one node at depth
n; the node reached by traversingn left (c1) edges. The sibling of this node is at depth
x + π − 1> π and so is not in the tree. Removing the node at depthx therefore leaves
a tree withL(x) leaves and depth slightly less thanx so H(L(x)) < x.

We use the following observation instead. Returning to the recurrence relation (4)
defining L(x) we see that the same recurrence relation also describes themaximum
number of leaves that a tree of heightx can have. This implies that ifn > L(x), then
H(n) > x. Using this fact we can derive the asymptotic behavior ofH(n):

THEOREM4. Let (c1, . . . , cr ) be an R-tuple of nonnegative reals and let H(n) be
defined as above. Let α be the smallest real positive root of the equation Q(z) = 1−
zc1 − zc2 − · · · − zcr , ϕ = 1/α and c=∑r

i=1 ciϕ
−ci ).

1. If (c1, . . . , cr ) is rationally related with d= gcd(c1, . . . , cr ), then

H(n) = d

⌈
1

d

(
logϕ n− logϕ

(
d(1− ϕ−c1)

c(1− ϕ−d)

))⌉
+ O(1).

5 These applications are gone into in more detail in a companion paper [17] which applies some of the
techniques developed in parts of this article to analyze generalizations of lopsided trees that model various
broadcasting protocols. This section is the jumping off point for [17].
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Furthermore, there is some N> 0 such that if n> N, then the O(1) term is of the
form+d, 0,or −d.

2. If (c1, . . . , cr ) is irrationally related,

H(n) = logϕ n− logϕ
1− ϕ−c1

c lnϕ
+ o(1).

PROOF. We first deal with the case that(c1, . . . , cr ) are rationally related. Recall that
nodes can only appear at levels of the tree that are integral multiples ofd. Substituting
x = md into Theorem 3 yields

L(md) = d(1− ϕ−c1)

c(1− ϕ−d)
ϕmd+ o(ϕmd).(10)

This implies that there is some integerM such that, for allm> M , L(md−d) < L(md).
Therefore ifn is large enough there must be an integerm such thatL(md− 1) < n ≤
L(md) implying H(n) = md. Inverting (10) completes the proof of part 1.

In the irrational case, for fixedε > 0, Theorem 3 implies that there is someX such
thatL(x− ε) < L(x) for all x > X. This in turn implies that ifn is large enough we can
find x such thatL(x − ε) < n ≤ L(x) and therefore thatx − ε < H(n) ≤ x. Inverting
L(x) = ((1− ϕ−c1)/(c lnϕ))ϕx + o(ϕx) yields part 2 of the theorem.

3.2.2. Applications. In [3] Bar-Noy and Kipnis introduce thepostal modelof message
passing for distributed systems. In this model, counting time from when a sender first
starts sending a message, the sender requires one unit of time before completing the work
of sending and being able to do something else but the recipient requiresλ units of time
to receive and process it:λ is a parameter representing thelatencyof the system. Bar-
Noy and Kipnis demonstrated that, int time units, the maximum number of recipients
that can receive a broadcast message in a one-to-many broadcast scheme in this model
satisfies

Fλ(t) =
{

1 if 0 ≤ t ≤ λ,
Fλ(t − 1)+ Fλ(t − λ) if t ≥ λ.(11)

The minimum time that it takes to broadcast ton recipients in the model therefore satisfies
fλ(n) = min{t : Fλ(t) ≥ n}.

Notice, though, thatFλ(t) is exactly the function that we have labeledL(t) with
parametersc1 = 1, c2 = λ. The recurrence relations are exactly the same; to check that
the initial conditions match it is enough to note that, for 1≤ t < λ, L(t) = L(t − 1) so
L(t) = 1 for 0≤ t < λ. Thereforefλ(x) = H(x). Applying Theorem 4 yields

fλ(n) = logϕ n+ O(1),

whereϕ = 1/α, whereα is the smallest positive root of 1− z− zλ.
This improves the upper bound of

fλ(n) ≤ 2λ+ 2λ logn

log(dλe + 1)
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given in [3]. The amount of improvement depends upon the particular value ofλ but, as
noted in [17], the ratio of the old bound over the new one goes to

2λ logn

log(dλe + 1)

1

logϕ n
= 2λ

logϕ(dλe + 1)
→ 2

asλ→∞.

3.3. The Cost of Varn codes. Combining Theorems 2 and 1 we can derive the exact
asymptotics ofC(Tn), the cost of the optimal lopsided tree withn leaves, asn → ∞.
As described previously this is equivalent to analyzing the costs of Varn codes exactly,
solving an open question posed in [19]. The proof of this theorem is given in Section 6.

THEOREM5. Let 0 < c1 ≤ c2 ≤ · · · ≤ cr and let Tn be a tree with minimal external
path length for those parameters. Letα be the smallest real positive root of the equation
Q(z) = 1− zc1 − zc2 − · · · − zcr andϕ = 1/α. Let c=∑r

i=1 ciϕ
−ci . Let k and h= xk

be as defined in Lemma1.

1. If (c1, . . . , cr ) is rationally related withgcd(c1, . . . , cr ) = 1 define

K = 1

c(1− ϕ−1)

(
ϕbhc −

k∑
i=1

ϕbhc−ci + (k− 1)

)
,

A = (k− 1)

c(1− ϕ−1)K
, R= logϕ((1− A)ϕ + A).

Then

C(Tn) = n logϕ n+ B
({

logϕ
n

K

})
n+ D

({
logϕ

n

K

})
n+ o(n),

where

B(θ) = h+ 1− logϕ K − θ −
(

1

ϕ − 1
+ {h}(1− A)

)
ϕ1−θ ,

D(θ) =
{h}(ϕ

R−θ − 1), h ≤ cr and θ ≤ R,
0, h ≤ cr and θ > R,
0, h > cr .

If (c1, . . . , cr ) = d(c1, . . . , cr ) with gcd(c1, . . . , cr ) = 1, then C(T̄n) = d · C(Tn)

where C(T̄n) is the cost function defined by(c1, . . . , cr ).
2. If (c1, . . . , cr ) is irrationally related define K= (1/(c lnϕ)) (ϕh −∑k

i=1 ϕ
h−ci +

(k− 1)). Then

C(Tn) = n logϕ n+
(

h− logϕ K − 1

lnϕ

)
n+ o(n).
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See Figures 13 and 14 for examples of how this asymptotic result compares with the
real value ofC(Tn). These figures also rather nicely illustrate a surprising aspect of the
analysis; in the rational case there are sometimes not one but two periodic functions (in
logϕ n), B(x) andD(x), that arise.

Sometimes, but not always. There are at least two cases in whichD(x) ≡ 0. The
first is whenh > cr . This always occurs, for example in the binary case (r = 2) when
k = 2 soh = c1 + c2 > c2. The second case is when{h} = 0, e.g., whenh is an
integer. Examples of both of these cases are given in Figures 13 and 14. Figure 14 also
illustrates how a small change in one of theci can cause a switch fromD(x) ≡ 0 to
D(x) 6≡ 0.

4. Derivation of the Structure of Optimal Trees. In this section we derive the proof
of Theorem 1.

4.1. Background. We start by reviewing what happens in the binary case and describing
the difficulty that occurs when trying to extend this analysis to ther -ary tree case.

Recall that optimal trees must be proper. Thusbinary (r = 2) optimal trees forn
leaves haven− 1 leaves and the procedure described by Theorem 1 creates a sequence
of treesTn−1

n , n = 2,3,4, . . . . This sequence has the property thatTn
n+1 is created

from Tn−1
n by taking the smallest labeled leaf inTn−1

n , making it internal, and adding
its two children. Another way of expressing this is that optimalTn

n+1 can be created by
incrementallybranching—taking the highest leaf inTn−1

n , making it internal, and adding
its two children. This is exactly the procedure described in [19]. See Figure 15 for an
example. Note that the 2n− 1 nodesin the optimal tree are not necessarily the 2n− 1
highest nodes in the infinite tree. By contrast, as we shall soon see, then − 1 internal
nodesin the optimal tree are then− 1 highest nodes in the infinite tree.

In the r -ary case there are two ways to add a leaf to a tree. The first is again by a
branchingoperation which transforms the minimum external node into an internal node,
and adds its first two (smallest) children to the tree; the second is by anaddingoperation
which adds a previously nonexistingi th child (2 < i ≤ r ) of some internal node to the
tree. A natural extension of the above incremental algorithm is therefore to consider, at
each step, the cost of bothbranchingand the minimum costaddingoperations. Ifadding
is cheaper, we perform theadding, otherwise we perform thebranching. (This is the
“extension algorithm”presented in [26].)

For example, ifr = 5, (c1, c2, c3, c4, c5) = (3,3,3,8,8), the “extension algo-
rithm” constructs the sequence of trees for 2–6 leaves shown in (a)–(e) of Figure 16,
respectively.

However, it is not difficult to see that the tree constructed by the above algorithm is
not always optimal. In the above example, the tree for six leaves with cost 34 in (e) is not
optimal. The optimal treeT6 should be (f) of Figure 16 which has cost 32. As pointed out
in [26], the algorithm fails because it ignores the fact that it may be worth performing a
newbranchingwhich is more expensive, if it enables a cheaperaddinglater. As in the
above example, adding the fifth child of node 1 is cheaper than branching at node 2 but
the branching of node 2 enables the cheaper adding of another child (the third child of
node 2) later.
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Fig. 13.The predicted cost isB({logϕ(n/K )})+ D({logϕ(n/K )}) as defined in Theorem 5, while the actual
cost plots function(1/n)(C(Tn) − n logϕ n). (a) r = 2 and(c1, c2) = (1,2); k = 2, h = 3; (b) r = 3 and
(c1, c2, c3) = (3,5,7); k = 3, h = 7.5. In both cases, sinceh > cr , D ≡ 0.
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Fig. 14.The predicted cost isB({logϕ(n/K )})+ D({logϕ(n/K )}) as defined in Theorem 5, while the actual
cost plots function(1/n)(C(Tn) − n logϕ n). (a) r = 5 and(c1, c2, c3, c4, c5) = (2,3,4,7,11); k = 3,
h = 4.5; (b) r = 5 and(c1, c2, c3, c4, c5) = (2,3,5,7,11); k = 3, h = 5. In this case, since{h} = 0, D ≡ 0.
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Fig. 15.For r = 2, (c1, c2) = (1,3), Tn+1 is constructed fromTn by making the highest leaf in the tree an
internal node with two children.

More precisely, the incremental algorithm fails because in ther -ary case it is not
always true thatTn ⊆ Tn+1, e.g., in the above exampleT5 6⊆ T6 because the fifth child
of node 1 is inT5 but not inT6. Perl et al. [26] use a“mending algorithm” to change
the tree constructed by the“extension algorithm” into an optimal one in case it is not
already optimal. This algorithm requiresO(nr2) time.

Another approach to constructing optimal trees uses the fact that ifm, the number
of internal nodes in the optimal tree, is known, then thesem nodes can be shown to be
the m shallowest (i.e., least-depth) nodes of the infinite tree, while the leaves are the
n shallowest available children of these nodes in the infinite tree. This type of tree is
called ashallow treein [18]. The treesTm

n introduced in Definition 6 are, by definition,
shallow trees. In the binary case there is a one–one correspondence between the number
of external nodesn and the number of internal nodesm, namely,m= n− 1. Therefore,
in the binary case, an optimal treeTn for n leaves is exactly the tree containing the highest
(n−1) nodes in the infinite tree as internal nodes, each of which has both of its children
in Tn.

However, for ther -ary trees, this kind of one–one correspondence between the number
of internal nodes and the number of external nodes does not exist; trees with the same
number of external nodes may have different numbers of internal nodes. We do know,
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Fig. 16. For r = 5, (c1, c2, c3, c4, c5) = (3,3,3,8,8), the extension algorithm constructs the sequence of
trees for 2–6 leaves shown in (a)–(e), respectively. The tree in (e) isnot optimal for six leaves. The tree in (f)
is. Notice thatT5 in (d) is not a subtree ofT6 in (f). Dotted lines are infinite tree edges not in the tree.

though, that

LEMMA 3 [18]. Fix n and set mmin = d(n− 1)/(r − 1)e ≤ m ≤ n− 1. Let Tm
n be as

defined in Definition6. Then:

1. If T is any tree with n leaves and m internal nodes, then C(Tm
n ) ≤ C(T).

2. Let mmax= min{m: Tm+1
n is not proper}. Then, for all m > mmax, Tm

n is not proper.
3. There exists m0, mmin ≤ m0 ≤ mmax, such that Tm0

n is optimal.

This lemma implies that one of theTm
n must be optimal. To find an optimal tree, it

therefore suffices to construct all theTm
n , mmin ≤ m≤ mmax, and return the one with the

lowest cost. This, in fact, was the basis for theO(n log2 r ) time algorithm presented in
[18]. See Figure 5 for an example.
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In [18] the following observation due to R. Fleischer was reported:

LEMMA 4. The sequence of tree costs C(Tm
n ), mmin ≤ m ≤ mmax, is convex, i.e., for

mmin < m< mmax,

(C(Tm+1
n )− C(Tm

n )) ≥ (C(Tm
n )− C(Tm−1

n )).

In particular, this implies the existence of m0 such that

C(Tmmin
n ) > · · · > C(Tm0−1

n ) > C(Tm0
n ) ≤ C(Tm0+1

n ) ≤ · · · ≤ C(Tmmax
n ).

This lemma, while quite beautiful, did not help at all with the analysis of the algorithm
of [18]. In our paper here it will be of tremendous use, though, because it provides alocal
test of the optimality of any particular properTm

n . Simply compareTm
n to its predecessor

(if the predecessor exists, i.e.,m > mmin) and its successor (if the successor is proper,
i.e.,m< mmax). We encapsulate this fact in a lemma:

LEMMA 5. Tm
n is optimal for n leaves if and only if Tmn is proper and both of the

following are true:

• m= mmin or m> mmin and C(Tm−1
n ) > C(Tm

n ).
• m= mmax or m< mmax and C(Tm+1

n ) ≥ C(Tm
n ).

4.2. Evolution of Shallow Trees. We now try to understand how the cost ofTm
n changes

asm increases.
Let n be fixed and letTm

n andTm+1
n be any two successive proper trees. (Figure 17

shows two successive proper trees.) Recall thatTm
n = Vm ∪ LEAFn(Vm). Rewrite

LEAFn(Vm) = {u1,u2, . . . ,un} whereu1 < u2 < · · · < un (where we are now us-
ing the label of a node as its name).

By definition u1, the smallest node inLEAFn(Vm) is the node labeledm + 1 so
Vm+1 = Vm ∪ {u1}. Now let childi (w) denote thei th child of w. Then the set ofn
smallest children inLEAF(Vm+1) is the set ofn smallest children in

{u2, . . . ,un} ∪ {childi (u1) : i = 1, . . . , r }
so

LEAFn(Vm+1) = {u2, . . . ,un+1−d} ∪ {childi (u1): i = 1, . . . ,d},
where

d = max{i : childi (u1) < un+2−i , i = 1, . . . , r }
= degree ofm+ 1 in Tm+1

n .

By assumption,Tm+1
n is proper, sod ≥ 2. Then

Tm+1
n = Vm+1 ∪ {u2, . . . ,un+1−d} ∪ {childi (u1): i = 1, . . . ,d}.

The (long) remainder of this section is devoted to findingd. For later use we define

DEFINITION 7. Let Tm
n be any proper tree. Then deg(Tm

n )
def= the number of children

of internal nodem in Tm
n .
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Fig. 17.Two successive treesT5
18 andT6

18. u1 is node 6 andd = 3. The dotted edges are not in the tree.

Note that whenm,n are fixed, thend = deg(Tm+1
n ). Now introduce

DEFINITION 8.

S(l , t)
def=

t∑
i=1

(l + ci )− l

= cost change in making an external node of depthl internal witht children,

L(l , t)
def= t · l
= the cost oft nodes of depthl .

In this notation,

C(Tm+1
n )− C(Tm

n ) =
d∑

i=1

depth(childi (u1))(12)

− depth(u1)−
d−1∑
i=1

depth(un+1−i )

= S(depth(u1),d)−
d−1∑
i=1

depth(un+1−i ).

Note that sinceu1 is the highest leaf inTm
n and is also the deepest internal node in

Tm+1
n ,

min
e∈E X(Tm

n )
depth(e) = depth(u1) = max

v∈I N (Tm+1
n )

depth(v);

sinced ≥ 2 andun−d+2 ∈ Tm+1
n ,

max
e∈E X(Tm

n )
depth(e) = depth(un) ≥ depth(un−d+2) ≥ min

u∈U N(Tm+1
n )

depth(u).

Therefore, plugging back into (12),

C(Tm+1
n )− C(Tm

n )(13)

≤ S

(
max

v∈I N (Tm+1
n )

depth(v),d

)
− L

(
min

u∈U N(Tm+1
n )

depth(u),d − 1

)
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and

C(Tm+1
n )− C(Tm

n )(14)

≥ S

(
min

e∈E X(Tm
n )

depth(e),d

)
− L

(
max

e∈E X(Tm
n )

depth(e),d − 1

)
,

whered = deg(Tm+1
n ).

The following lemma, previously stated without proof, is crucial in allowing us to
take advantage of the previous two equations.

LEMMA 1. Let xm = (
∑m

i=1 ci )/(m− 1) for m = 2, . . . , r . There exists k≥ 2 such
that

x2 ≥ x3 ≥ · · · ≥ xk−1 ≥ xk < xk+1 < · · · < xr .(15)

(If x2 ≤ x3 set k= 2. If x2 ≥ x3 ≥ · · · ≥ xr−1 ≥ xr set k= r .) Letting k be this value

and setting h
def= xk we have, further, that if k< r , then ck ≤ h < ck+1.

PROOF. Starting withxm−1 < xm,∑m−1
i=1 ci

m− 2
<

∑m
i=1 ci

m− 1

H⇒ (m− 1)
m−1∑
i=1

ci < (m− 2)
m∑

i=1

ci = (m− 2)
m−1∑
i=1

ci + (m− 2)cm

H⇒
m−1∑
i=1

ci < (m− 2)cm

H⇒
m∑

i=1

ci < (m− 1)cm ≤ (m− 1)cm+1

H⇒ m
m∑

i=1

ci < (m− 1)
m∑

i=1

ci + (m− 1)cm+1 = (m− 1)
m+1∑
i=1

ci

H⇒
∑m

i=1 ci

m− 1
<

∑m+1
i=1 ci

m
(i.e.,xm < xm+1).

Therefore, there existsk ≥ 2 such that

x2 ≥ x3 ≥ · · · ≥ xk−1 ≥ xk < xk+1 < · · · < xr ,

proving (2).

Now let h
def= xk. To prove the second part of the lemma we first use the fact that

xk ≤ xk−1 so∑k
i=1 ci

k− 1
≤
∑k−1

i=1 ci

k− 2
H⇒ (k− 2)

k∑
i=1

ci ≤ (k− 1)
k−1∑
i=1

ci



266 V. Choi and M. J. Golin

H⇒ (k− 2)ck ≤
k−1∑
i=1

ci

H⇒ (k− 1)ck ≤
k∑

i=1

ci

H⇒ ck ≤
∑k

i=1 ci

k− 1
= h.

Similarly, sincexk < xk+1,∑k
i=1 ci

k− 1
<

∑k+1
i=1 ci

k
H⇒ k

k∑
i=1

ci < (k− 1)
k+1∑
i=1

ci

H⇒
k∑

i=1

ci < (k− 1)ck+1

H⇒ h =
∑k

i=1 ci

k− 1
< ck+1.

Thus,ck ≤ h < ck+1.

For example, whenr = 5 and(c1, c2, c3, c4, c5) = (3,5,5,8.75,10) (these are the
parameters used in many of our examples), then

(x2, x3, x4, x5) = (8,6.5,7.25,7.9375)

sok = 3 andh = 6.5. Notice that 5= c3 ≤ 6.5< 8.75= c4.
This last lemma permits bounding the change in the cost of shallow trees as their

number of internal nodes grow. We first note that replacing(d−1) leaves of depthl +h
by making a leaf of depthl into an internal node withd children will not decrease the
cost of the tree.

LEMMA 6. S(l ,d) ≥ L(l + h,d − 1) for any real l, any integer d≥ 2.

PROOF.

S(l ,d)− L(l + h,d − 1) =
d∑

i=1

(l + ci )− l − (d − 1)(l + h)

=
d∑

i=1

ci − (d − 1)h

= (d − 1)

[∑d
i=1 ci

d − 1
− h

]
≥ 0 ( sinceh ≤ xd),

where the last inequality follows from Lemma 1.
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We also note that if an internal node of depthl has exactlyk children, then modifying
the tree by removing allk children of this node (so that the node itself becomes an
external node) and adding(k− 1) new leaves with depth larger thanl + h, will increase
the cost of the tree.

LEMMA 7. For any realδ > 0, S(l , k) < L(l + h + δ, k − 1). In particular, if l = l j

andδ = l j+1− l j > 0, we have S(l j , k) < L(l j+1+ h, k− 1).

PROOF. Recall that

h =
∑k

i=1 ci

k− 1
.

Now, for anyδ > 0,

k∑
i=1

ci = (k− 1)h < (k− 1)(h+ δ) H⇒
k∑

i=1

ci + (k− 1)l < (k− 1)(l + h+ δ),

i.e., S(l , k) < L(l + h+ δ, k− 1).

We now prove Theorem 1.

PROOF OFTHEOREM1. We prove the theorem case by case. For each case, we prove
the optimality ofTm

n by showing both

(a) if m< mmax (i.e.,Tm+1
n is proper), thenC(Tm

n ) ≤ C(Tm+1
n ) and

(b) if m> mmin (i.e.,Tm−1
n exists), thenC(Tm−1

n ) > C(Tm
n ).

The optimality ofTm
n will follow from Lemma 4.

First recall that ifTm+1
n is proper, then, by (13),

C(Tm+1
n )− C(Tm

n ) ≥ S

(
min

e∈E X(Tm
n )

depth(e),d1

)
(16)

− L

(
max

e∈E X(Tm
n )

depth(e),d1− 1

)
,

whered1 = deg(Tm+1
n ) ≥ 2.

If Tm−1
n exists, then, by (14),

C(Tm−1
n )− C(Tm

n ) ≥ L

(
min

w∈U N(Tm
n )

depth(w),d2− 1

)
(17)

− S

(
max

v∈I N (Tm
n )

depth(v),d2

)
,

whered2 = deg(Tm
n ).

1. n = aj , T
mj
aj = Vmj ∪ Aj . (See Figure 8.) Clearly,T

mj
aj is proper and

min
e∈E X(T

mj
aj
)

depth(e) = l j+1, max
e∈E X(T

mj
aj
)

depth(e) ≤ l j + h,

max
v∈I N (T

mj
aj
)

depth(v) = l j ,

and deg(T
mj
aj ) = k sinceck ≤ h < ck+1 (Lemma 1).
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Hence, ifT
mj+1
aj is proper, then, by (16),

C(T
mj+1
aj )− C(T

mj
aj ) ≥ S(l j+1,d1)− L(l j + h,d1− 1)

≥ S(l j ,d1)− L(l j + h,d1− 1)

≥ 0 (by Lemma 6),

proving (a).
If T

mj−1
aj exists, then

min
w∈U N(T

mj
aj
)

depth(w) = l j + h+ δ, for some δ > 0,

and, by (17),

C(T
mj−1
aj )− C(T

mj
aj ) ≥ L(l j + h+ δ, k− 1)− S(l j , k)

> 0 (by Lemma 7),

proving (b).
Therefore,Tn = T

mj
aj is optimal forn leaves.

2. aj < n ≤ bj , T
mj
n = Vmj ∪ LEAFn(Vmj ). (See Figure 9.) Clearly,T

mj
n is proper and

min
e∈E X(T

mj
n )

depth(e) = l j+1, max
e∈E X(T

mj
n )

depth(e) ≤ l j+1+ h,

max
v∈I N (T

mj
n )

depth(v) = l j .

Hence, ifT
mj+1
n is proper, then, by (16),

C(T
mj+1
n )− C(T

mj
n ) ≥ S(l j+1,d1)− L(l j+1+ h,d1− 1)

≥ 0 (by Lemma 6),

proving (a).
If T

mj−1
n exists, then

min
w∈U N(T

mj
n )

depth(w) = l j + h+ δ, for some δ > 0

andd = deg(T
mj
n ) ≥ k sinceh ≥ ck (Lemma 1). By (17),

C(T
mj−1
n )− C(T

mj
n ) ≥ L(l j + h+ δ,d − 1)− S(l j ,d)

= L(l j + h+ δ, k− 1)+ (d − k)(l j + h+ δ)
− S(l j , k)− (l j + ck+1)− · · · − (l j + cd).

Sincel j + ci ≤ min
w∈U N(T

mj
n )

depth(w) = l j + h+ δ, for i ≤ d,

C(T
mj−1
n )− C(T

mj
n ) ≥ L(l j + h+ δ, k− 1)− S(l j , k)

> 0 (by Lemma 7),

proving (b).
Therefore,Tn = T

mj
n is optimal forn leaves.
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3. bj < n ≤ aj+1. We writen = bj + p(k − 1) + q, wherep = b(n − bj )/(k − 1)c
andq = (n− bj ) mod(k− 1). Before starting, letL j be the set of nodes on levell j .
From the definitions ofaj andbj it is not hard to see thataj+1 = bj + (k− 1)|L j+1|.

Thus, forn in the range that we are examining,p ≤ |L j | with p = L j if and only
if n = aj+1 (in which caseq = 0). Note that ifn = aj+1, then the tree constructed by
this part of the theorem is exactlyT

mj+1
aj+1 (see the comments following the statement

of Theorem 1 for a more detailed explanation) which, by the first part of the theorem,
is already known to be optimal. For this reason we restrict the remainder of the proof
to n < aj+1 which in turn implies thatp < |L j+1|.

There are two cases:
(A) p > 0 and q = 0. T

mj+p
n = Vmj+p ∪ LEAFn(Vmj+p). (See Figure 10.)

Clearly,T
mj+p
n is proper. Sincep < |L j+1| at least one node inL j+1 remains in

E X(T
mj+p
n ) implying that

min
e∈E X(T

mj +p
n )

depth(e) = l j+1.

As in the previous parts of the proof,

max
e∈E X(T

mj +p
n )

depth(e) ≤ l j+1+ h, max
v∈I N (T

mj +p
n )

depth(v) = l j+1,

and deg(T
mj+p
n ) = k sinceck ≤ h < ck+1.

Hence, ifT
mj+p+1
n is proper, then, by (16),

C(T
mj+p+1
n )− C(T

mj+p
n ) ≥ S(l j+1,d1)− L(l j+1+ h,d1− 1)

≥ 0 (by Lemma 6),

proving (a).
If T

mj+p−1
n exists, then

min
w∈U N(T

mj +p
n )

depth(w) = l j+1+ h+ δ, for some δ > 0

and, by (17),

C(T
mj+p−1
n )− C(T

mj+p
n ) ≥ L(l j+1+ h+ δ, k− 1)− S(l j+1, k)

> 0 (by Lemma 7),

proving (b).
Therefore,Tn = T

mj+p
n is optimal forn leaves.

(B) p ≥ 0 and k− 1> q > 0. Note that ifmj + p > mmin = d(n− 1)/(r − 1)e,
thenT

mj+p
n exists. (See Figure 11.)

Case(i): Both T
mj+p
n exists andC(T

mj+p+1
n )≥C(T

mj+p
n ). In this case we prove

Tn = T
mj+p
n is optimal. To do so we must show thatC(T

mj+p−1
n ) > C(T

mj+p
n )

if T
mj+p−1
n exists.
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Suppose thatT
mj+p−1
n exists. Then

min
w∈U N(T

mj +p
n )

depth(w) = l j+1+ h+ δ, for some δ > 0.

If p = 0, then

max
v∈I N (T

mj +p
n )

depth(v) = l j

andd = deg(T
mj
n ) ≥ k sinceh ≥ ck (Lemma 1). By (17),

C(T
mj+p−1
n )− C(T

mj+p
n ) ≥ L(l j+1+ h+ δ,d − 1)− S(l j ,d)

= L(l j+1+ h+ δ, k− 1)+ (d − k)(l j+1+ h+ δ)
− S(l j , k)− (l j + ck+1)− · · · − (l j + cd).

Sincel j + ci ≤ min
w∈U N(T

mj +p
n )

depth(w) = l j+1+ h+ δ, for i ≤ d,

C(T
mj+p−1
n )− C(T

mj+p
n ) ≥ L(l j+1+ h+ δ, k− 1)− S(l j , k)

> L(l j + h+ δ, k− 1)− S(l j , k)

> 0 (by Lemma 7),

proving (b).
Otherwisep > 0,

max
v∈I N (T

mj +p
n )

depth(v) = l j+1

and deg(T
mj+p
n ) = k. By (17),

C(T
mj+p−1
n )− C(T

mj+p
n ) ≥ L(l j+1+ h+ δ, k− 1)− S(l j+1, k)

> 0 (by Lemma 7),

proving (b).
Therefore,Tn = T

mj+p
n is optimal forn leaves.

Case(ii): Either T
mj+p
n does not exist or C(T

mj+p+1
n ) < C(T

mj+p
n ). In this case

we prove thatT
mj+p+1
n is optimal. To do so we must show thatC(T

mj+p+2
n ) ≥

C(T
mj+p+1
n ) if T

mj+p+2
n is proper.

min
e∈E X(T

mj +p+1
n )

depth(e) ≥ l j+1, max
e∈E X(T

mj +p+1
n )

depth(e) ≤ l j+1+ h.

Hence, ifT
mj+p+2
n is proper, then, by (16),

C(T
mj+p+2
n )− C(T

mj+p+1
n ) ≥ S(l j+1,d1)− L(l j+1+ h,d1− 1)

≥ 0 (by Lemma 6),

proving (a).
Therefore,Tn = T

mj+p+1
n is optimal forn leaves.
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5. Analysis of F(x). In this section we prove Theorem 2. Recall its statement:Let
(c1, . . . , cr ) be an r-tuple of nonnegative reals and define

F(x) =


1+ F(x − c1)+ F(x − c2)

+ · · · + F(x − cr ), if x ≥ c1;
1, if 0≤ x < c1;
0, if x < 0.

(18)

Letα be the smallest real positive root of the equation Q(z) = 1− zc1 − zc2 − · · · − zcr

andϕ = 1/α. Let c= (∑r
i=1 ciϕ

−ci ). Then:

1. If (c1, . . . , cr ) is rationally related,

F(x) = D(x)ϕx + o(ρx),

where D(x) = (d/c(1 − ϕ−d))ϕ−d{x/d} is a periodic function with period d and
0≤ ρ < ϕ.

2. If (c1, . . . , cr ) is irrationally related,

F(x) = 1

c lnϕ
ϕx + o(ϕx).

PROOF. Our proof proceeds in stages. We first restrict the analysis to the case in which
the(c1, . . . , cr ) are integers such that gcd(c1, . . . , cr ) = 1 and prove the correctness of
the theorem using generating functions. We then show how to scale this result to prove
the theorem for all rationally related cases. We conclude by analyzing the irrationally
related case via Mellin transform-like techniques. To start we need the following simple
lemma:6

LEMMA 8. Let Q(z) = 1− zc1 − zc2 − · · · − zcr where either the(c1, . . . , cr ) are
positive integers such thatgcd(c1, . . . , cr ) = 1 or the (c1, . . . , cr ) are irrationally
related. Letα be the smallest positive root of Q(z). Then:

1. α is a simple root with0< α < 1.
2. If Q(z) = 0 and z 6= α, then|z| > α.

PROOF. Notice first thatα ∈ (0,1) because 1= Q(0) > 0 > Q(1) = 1 − r .
Furthermore,Q′(α) 6= 0, soα must be a simple root.

To prove part 2 suppose thatz= βei θ is another root with 0≤ β ≤ α, 0≤ θ < 2π .
If β ≤ α, then

<(Q(z)) = 1− βc1<(eic1θ )− βc2<(eic2θ )− · · · − βcr<(eicr θ )

≥ 1− αc1 − αc2 − · · · − αcr = 0,

where<(z) is the real part ofz. Equality holds in the equation if and only ifβ = α and
<(eicj θ ) = 1 for all 1≤ j ≤ r . In other words there must exist positive integerskj such

6 The authors thank Xavier Gourdon for suggesting this approach.
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thatcj θ = 2πkj , 1≤ j ≤ r . This in turn impliescj = (2π/θ)kj contradicting either the
fact that gcd(c1, . . . , cr ) = 1 in the rational case or that the(c1, . . . , cr ) are irrationally
related. ThereforeQ(z) = 0 and|z| ≤ α imply z= α.

We can now prove the theorem for the case that the(c1, . . . , cr ) are integers with
gcd(c1, . . . , cr ) = 1 through the use of straightforward generating-function techniques.
Referring back to (3) we see that

G(z) =
∞∑

n=0

F(n)zn

=
c1−1∑
n=0

zn +
∞∑

n=c1

[1+ F(n− c1)+ F(n− c2)+ · · · + F(n− cr )]z
n

=
c1−1∑
n=0

zn +
∞∑

n=c1

zn +
∞∑

n=0

F(n− c1)z
n + · · · +

∞∑
n=0

F(n− cr )z
n

= 1

1− z
+ zc1

∞∑
n=0

F(n)zn + · · · + zcr

∞∑
n=0

F(n)zn

= 1

1− z
+ (zc1 + · · · + zcr )G(z)

so

G(z) = 1

(1− z)(1− zc1 − . . .− zcr )
= 1

(1− z)Q(z)
.

Now, F(n) is the coefficient ofzn in G(z) so, by Lemma 8 and standard generating-
function techniques [14],F(n) = kϕn + O(ρn), whereα is the smallest root ofQ(z),
ϕ = 1/α,

k = − 1

α(1− α)(d Q/dα)(α)
= 1

(1− ϕ−1)

1∑
i ciϕ−ci

= 1

c(1− ϕ−1)
,

and 0< ρ < ϕ (actuallyρ can be taken to be any value 1/α′ −ε whereα′ is the modulus
of the second smallest modulus root ofQ(z) andε ≥ 0 is any arbitrary value). Since
F(x) only changes at integral values ofx this requires

F(x) = F(bxc) = c

1− ϕ−1
ϕ−{x}ϕx + O(ρx)

proving the theorem in the rational case when gcd(c1, . . . , cr ) = 1.
To prove the theorem for the rational case in whichd = gcd(c1, . . . , cr ) 6= 1 let

(c1
′, . . . , cr

′) = (1/d)(c1, . . . , cr ). Then gcd(c1
′, . . . , cr

′) = 1. Define

F ′(x) =


1+ F ′(x − c1

′)+ F ′(x − c2
′)

+ · · · + F ′(x − cr
′), if x ≥ c1

′;
1, if 0 ≤ x < c1

′;
0, if x < 0;

(19)
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set Q′(z) = 1 − zc′1 − zc′2 − · · · − zc′r , let α′ be its smallest positive root and
ϕ′ = 1/α′.

From (6) it is easy to see that, for allx ≥ 0, F(x) = F ′(x/d). Furthermore,Q(x) =
Q′(xd) soϕ′ = ϕd. Finally

c′ =
∑

i

ci
′(ϕ′)−ci

′ = 1

d

∑
i

ciϕ
−ci = c

d
.

Combining all of these facts yields

F(x) = F ′
( x

d

)
= 1′

c′(1− ϕ′−1)
ϕ′−{x/d}ϕ′x/d + O((ρ ′)x/d)

= d

c(1− ϕ−d)
ϕ−d{x/d}ϕx + O(ρx),

whereρ ′ < ϕ′ andρ = (ρ ′)1/d < (ϕ′)1/d = ϕ. This proves the theorem for all rational
cases. To prove it for the irrational case we calculate the Mellin transform ofF(ln x) and
find the asymptotics ofF(ln x) by taking the inverse Mellin transform. To perform this
last step we use the following lemma due to Fredman and Knuth [15] which is in turn a
modification of an earlier result due to Landau. In this lemmaf (x) ∼ g(x) denotes that
f (x) = g(x)+ o(g(x)):

LEMMA 9 [15, Lemma 4.3] . Let f(t) be a nondecreasing function of the real variable
t , with f (t) ≥ 0. Assume that G(s) = ∫∞

1 f (t)dt/ts+1 is an analytic function of the
complex variable s when<(s) ≥ γ > 0, except for a first-order pole at s= γ with
positive residue C. Then f(t) ∼ Ctγ .

Note: If, as will occur in the functionsf (t) that we examine,f (t) = 0 for t ≤ 1, then
G(−s) is the Mellin transform off (t) and the lemma is revealed to be a special case of
the inversion theorem for Mellin transforms.7

Define the functionf (t) by f (t) = 0 for t ≤ 1 and f (t) = F(ln t) for t ≥ 1. Setting
dj = ec

j we find that, fort ≥ 1,

f (t) = 1+ F(ln t − c1)+ F(ln t − c2)+ · · · + F(ln t − cr )

= 1+ f

(
t

d1

)
+ f

(
t

d2

)
+ · · · + f

(
t

dr

)
.

We now show thatG(s) = ∫∞
1 f (t)dt/ts+1 satisfies the conditions of the lemma;

we can therefore apply it to find the asymptotics off (t) and ultimatelyF(x).

7 We are indebted to one of the anonymous referees for pointing out an improvement to our proof. With
the exception of the pole ats = γ , the functionG(s) can be analytically continued into the halfplane
{s: <(s) > γ − δ} for someδ > 0. It is therefore possible to derive the proof of the theorem in the irrational
case directly by using the Mellin transform inversion formula as described in [13] instead of employing
Lemma 5. This alternative proof would then improve our result to show thatF(x) = (1/(c lnϕ))ϕx + O(ρx)

for some 0≤ ρ < ϕ instead of justF(x) = (1/(c lnϕ))ϕx + o(ϕx).
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Setα andϕ as in the theorem statement and defineγ = lnϕ. Let (c1, c2, . . . , cr )

be any tuple such thatci ≤ ci for all 1 ≤ i ≤ r , and let F̄(x) be the “number of
nodes” function associated with(c1, c2, . . . , cr ). The characterization ofF(x) given by
(6) shows thatF(x) ≤ F̄(x).

Now suppose that(c1, c2, . . . , cr ) are rationally related and letϕ̄ be the reciprocal of
the smallest positive root of 1− zc1 − zc2 − · · · − zcr . Then F(x) ≤ F̄(x) = θ(ϕ̄x).
As (c1, c2, . . . , cr ) approaches closer and closer to(c1, . . . , cr ) continuity implies that
ϕ̄ → ϕ, implying that F(x) = O((ϕ + ε)x) for everyε > 0. Thus, for every fixed
ε′ > 0,

f (t) = F(ln t) = O((ϕ + ε)ln t ) = O(tγ+ε
′
)

(where the constant in theO( ) might depend uponε′). This in turn proves thatG(s)
converges uniformly and is analytic in the halfplane{s|<(s) > γ +ε′}. We can therefore
solve forG(s) in that halfplane as follows:

G(s) =
∫ ∞

1
f (t)

dt

ts+1

=
∫ ∞

1

dt

ts+1
+
∫ ∞

1
f

(
t

d1

)
dt

ts+1
+ · · · +

∫ ∞
1

f

(
t

dr

)
dt

ts+1

= 1

s
+ [d−s

1 + d−s
2 + · · · + d−s

r ]G(s)

from which we derive

G(s) = 1

s(1− d−s
1 + d−s

2 + · · · + d−s
r )

.(20)

This equation is valid in the halfplane{s|<(s) > γ }. Now notice that

1− d−s
1 + d−s

2 + · · · + d−s
r = 1− e−c1s − e−c2s + · · · + e−cr s = Q(e−s).

Thereforeγ = lnϕ = − lnα is a pole ofG(s) and from Lemma 8 all poles ofG(s)
must be on or to the left of the line{s|<(s) = γ }. Furthermore, lnϕ is the only pole on
that line. This is because fors= ϕ + iy, y 6= 0, we have

<(1− e−c1s − · · · − e−cr s) = 1− αc1<(e−c1iy)− · · · − αcr<(e−cr yi )

≥ 1− αc1 − · · · − αcr = 0

with equality if and only if<(e−cj yi ) = 1 for all j , i.e., there exist positive integers
kj such thatcj y = 2πkj or cj = 2πkj /y contradicting the fact that(c1, . . . , cr ) are
irrationally related.

We can therefore analytically continueG(s) over and to the left of the line{s|<(s) =
γ } and the analytic continuation has a first-order pole ats = γ but no other singularity
on that line. The residue ofG(s) ats= γ is

1

γ
∑

i ln di d−γi

= 1

lnϕ
∑

i ciϕ−ci
.
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Applying Lemma 9 we find

F(x) = f (ex) = 1

γ
∑

i ϕ
−ci ci

eγ x + o(eγ x) = 1

lnϕ c
ϕx + o(ϕx)

proving the theorem.
Note: We mention here that it is actually possible to use Mellin transform techniques

to analyze the rational case as well. The reason we do not do so is that in the rational case
the line{s|<(s) = γ }will contain an infinite number of poles, all of whose residues must
be added together (yielding a Fourier series representation of the periodic function); the
generating function technique yields a simpler representation of the answer.

6. The Cost of Optimal Trees. In this section we combine our knowledge of the
combinatorial structure of optimal treesTn (Theorem 1) with our analysis ofF(x)
(Theorem 2) to derive the proof of Theorem 5 describing how the costs of Varn codes
grow asn increases.

We divide the proof into three parts, each of which has its own subsection. In the first
part we derive some general lemmas, true forall choices of(c1, . . . , cr ), describing
the growth of costs of optimal trees. In the second part we specialize this lemma to
the irrational(c1, . . . , cr ). We conclude in the third part by specializing the lemmas to
rational(c1, . . . , cr ). The analyses of the rational and irrational parts, taken together,
prove the theorem.

As we will soon see, the analysis of the rational case is much more technically
complicated than that of the irrational one, The intuitive reason for the difference in
difficulties is that our approach is to calculateC(Tn) by first finding j such thataj ≤
n < aj+1, calculatingC(Taj ) andC(Tn)−C(Taj ), and then combining them to getC(Tn).
In the irrational case, asj increases, the optimal trees grow smoothly (this is the content
of Lemma 12), i.e., the difference between successive depths in the tree tend to zero and
the number of nodes per anyindividual level will be relatively small (since the nodes
are distributed among many levels). This relative paucity of nodes on the bottom level
implies thatC(Tn)− C(Taj ) = o(C(Tn)), and we will therefore be able to approximate
C(Tn) by C(Taj ), which is much easier to calculate. In the rational case the levels in
the tree are equally spaced and, more importantly, the number of nodes on successive
levels grow geometrically. This implies that the number of nodes on the bottom level
will always be a constant fraction of the total nodes in the tree. This fact requires that
our analysis of the contribution of nodes on the bottom level must be delicate since
C(Tn)− C(Taj ) could be a substantial fraction ofC(Tn). It is this which leads to much
of the complications.

6.1. General Cost Lemmas. Recall thatTaj is the optimal tree which has as internal
nodes the setVmj consisting of all nodes in the infinite tree at depthl j or above. In Section
3.1 we also defined

Aj = {v ∈ LEAF(Vmj ): depth(v) ≤ l j + h},

Bj = Aj ∪ {v ∈ LEAF(Vmj ): l j + h < depth(v) ≤ l j+1+ h},
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aj = |Aj |, andbj = |Bj |. Aj is the set of leaves inTaj . The highest nodes inAj are
themj+1−mj nodes at depthl j+1 in the tree. Since node labeling is consistent with the
depth ordering, the nodes on depthl j+1 are labeled

mj + 1, mj + 2, mj + 3, . . . , mj + l j+1.

Finally let

u1 < u2 < u3 < · · · < ubj−aj

be the labels of the nodes inBj \Aj .
With these definitions we can now prove:

LEMMA 10. Given n let j be such that aj ≤ n < aj+1. There are three possible cases:

• If aj ≤ n ≤ bj , then

C(Tn) = C(Taj )+
n−aj∑
i=1

depth(ui ).(21)

In particular,

C(Tbn) = C(Taj )+
bj−aj∑
i=1

depth(ui ).(22)

• If n = bj + p(k− 1), then

C(Tn) = C(Tbj )+ p(k− 1)(l j+1+ h).(23)

• If n = bj + p(k− 1)+ q with0< q < k, then

C(Tn) = C(Tbj )+ (p(k− 1)+ q)(l j+1+ h)+ O(1).(24)

PROOF. The first part follows directly from Theorem 1, part 2.
To prove the second part note that ifn = bj + p(k−1), then from Theorem 1, part 3,

Tn is created by starting withTbj , takingp of its leaves from depthl j+1 and making each
of them internal withk leaves. The change in cost resulting from making one such leaf
internal is

−l j+1+
k∑

i=1

(l j+1+ ci ) = (k− 1)(l j+1+ h),

where we are using the definitionh = (∑k
i=1 ci )/(k− 1). The proof of the second part

follows.
To prove the third part we recall from the discussion following the statement of

Theorem 1 thatTbj+p(k−1)+q is created either by starting withT
mj+p
bj+p(k−1) and adding the

q smallest unused leaves inVmj+p to the tree or starting withT
mj+p+1
bj+(p+1)(k−1) and erasing

the k − 1− q deepest leaves in that tree. In both cases the nodes added or subtracted
must have depth at leastl j+1 and at mostl j+1+ cr (since all of their parents have depth
mostl j+1). Thus, in both cases the third part follows from (23).
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We now observe thatF(x) is a step function which jumps(F(l i )− F(l i−1)) at l i . For
δ > 0, we may thus expressF(l j + δ)− F(l j ) by the Riemann–Stieltjes integral,

F(l j + δ)− F(l j ) =
∫ l j+δ

l j

d F(x).

This notation makes our analysis somewhat easier.
We start by deriving an expression forCost(Taj ) that we afterwards combine with

Lemma 10 to yield an expression for generalTn.

LEMMA 11.

aj =
∫ l j+h

l j

d F(x)−
k∑

i=1

∫ l j+h−ci

l j

d F(x),(25)

bj =
∫ l j+1+h

l j

d F(x)−
k∑

i=1

∫ l j+1+h−ci

l j

d F(x),(26)

C(Taj ) = (l j + h)aj −
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx.(27)

PROOF. By definition,

Aj = {v ∈ LEAF(Vmj ): depth(v) ≤ l j + h}

=
r⋃

i=1

{childi (u): u ∈ Vmj andl j < depth(childi (u)) ≤ l j + h}

= {v: l j < depth(v) ≤ l j + h}\
r⋃

i=1

{childi (u): l j < depth(u) ≤ l j + h− ci }

= {v: l j < depth(v) ≤ l j + h}\
k⋃

i=1

{childi (u): l j < depth(u) ≤ l j + h− ci }.

Therefore,

aj = |{v: l j < depth(v) ≤ l j + h}| −
k∑

i=1

|{childi (u): l j < depth(u) ≤ l j + h− ci }|

= |{v: l j < depth(v) ≤ l j + h}| −
k∑

i=1

|{u: l j < depth(u) ≤ l j + h− ci }|

=
∫ l j+h

l j

d F(x)−
k∑

i=1

∫ l j+h−ci

l j

d F(x).

Similarly,

bj =
∫ l j+1+h

l j

d F(x)−
k∑

i=1

∫ l j+1+h−ci

l j

d F(x)
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and

C(Taj ) =
∑
v∈Aj

depth(v)

=
∑

l j<depth(v)≤l j+h

depth(v)−
k∑

i=1

∑
l j<depth(u)≤l j+h−ci

depth(childi (u))

=
∑

l j<depth(v)≤l j+h

depth(v)−
k∑

i=1

∑
l j+ci<depth(u)≤l j+h

depth(u)

=
∫ l j+h

l j

x d F(x)−
k∑

i=1

∫ l j+h−ci

l j

(x + ci )d F(x).

Integrating the last equation by parts gives

C(Taj ) = (l j + h)F(l j + h)− l j F(l j )−
k∑

i=1

(l j + h)F(l j + h− ci )

+
k∑

i=1

(l j + ci )F(l j )−
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx.

Therefore,

C(Taj ) = (l j + h)

[
F(l j + h)−

k∑
i=1

F(l j + h− ci )

]
(28)

+ (k− 1)(l j + h)F(l j )

+
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx

= (l j + h)aj −
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx.

6.2. The Irrational Case. We now prove Theorem 5 under the assumption that (c1, . . . ,

cr ) is irrationally related. Recall from Theorem 2 that in this case

F(x) = 1

c lnϕ
ϕx + o(ϕx)(29)

and from Lemma 2

l j+1− l j = o(1).(30)

Now setK = (1/(c lnϕ))(ϕh −∑k
i=1 ϕ

h−ci + (k− 1)). Then

LEMMA 12. If (c1, . . . , cr ) is irrationally related and j is such that aj ≤ n < aj+1,
then

aj = ϕl j K + o(ϕl j ),(31)
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aj+1− aj = o(ϕl j ),(32)

l j = logϕ n− logϕ K + o(1),(33)

n = 2(aj ) = 2(aj+1),(34)

C(Taj ) = (l j + h)aj − aj

lnϕ
− o(ϕl j ).(35)

PROOF. From (29)

aj =
∫ l j+h

l j

d F(x)−
k∑

i=1

∫ l j+h−ci

l j

d F(x)

= 1

c lnϕ
ϕl j

(
ϕh − 1−

k∑
i=1

(ϕh−ci − 1)+ o(ϕl j )

)
= ϕl j K + o(ϕl j ).

Combining this with the fact thatl j+1− l j = o(1) yields

aj+1− aj = ϕl j K (ϕl j+1−l j − 1)+ o(ϕl j (1+ ϕl j+1−l j ))

= o(ϕl j ).

Sinceaj ≤ n < aj+1 we have that

ϕl j K + o(ϕl j ) ≤ n < ϕl j+1 K + o(ϕl j+1).(36)

Taking logϕ and again using the fact thatl j+1− l j = o(1) yields

l j = logϕ n− logϕ K + o(1).

From (31) and (32) we know that2(aj ) = 2(aj+1). Sinceaj ≤ n < aj+1 this implies
that

n = 2(aj ) = 2(aj+1).

Finally notice that∫ l j+h

l j

F(x)dx−
k∑

i=1

∫ l j+h−ci

l j

F(x)dx

= 1

lnϕ
ϕl j

(
ϕh − 1−

k∑
i=1

(ϕh−ci − 1) + o(ϕl j )

)
= aj

lnϕ
+ o(ϕl j )

so

C(Taj ) = (l j + h)aj −
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx

= (l j + h)aj − aj

lnϕ
− o(ϕl j ).
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The last lemma we need before proving the result is

LEMMA 13. Let (c1, . . . , cr ) be irrationally related and let j be such that aj ≤ n <
aj+1. Then

C(Tn) = (l j + h)n− aj

lnϕ
+ o(n).

PROOF. The proof proceeds by splitting into the three cases treated by Theorem 1.

• aj ≤ n ≤ bj . In this case the optimal treeTn is formed by starting withTaj and
adding then− aj new leavesu1,u2,u3, . . . ,un−aj . By definition,l j + h < depth(ui )

≤ l j+1+ h so, from Lemma 10,

C(Tn) = C(Taj )+ (n− aj )(l j + h)+ O(n− aj )(l j+1− l j )

= (l j + h)aj − aj

lnϕ
− o(ϕl j )+ (n− aj )(l j + h)+ O(n− aj )(l j+1− l j )

= (l j + h)n− aj

lnϕ
+ o(n).

In particular,

C(Tbj ) = (l j + h)bj − aj

lnϕ
+ o(n).

• n = bj + p(k− 1) < aj+1. In this case, using the second part of Lemma 10,

C(Tn) = C(Tbj )+ p(k− 1)(l j+1+ h)

= (l j + h)bj − aj

lnϕ
+ o(n)+ p(k− 1)(l j+1+ h)

= (l j + h)n− aj

lnϕ
+ o(n).

• n = bj + p(k− 1)+ q < aj+1, q 6= 0. From the third part of Lemma 10,

C(Tn) = C(Tbj )+ (p(k− 1)+ q)(l j+1+ h)+ o(1)

= (l j + h)bj − aj

lnϕ
+ o(n)+ (p(k− 1)+ 1)(l j+1+ h)

= (l j + h)n− aj

lnϕ
+ o(n).

We have just seen that

C(Tn) = (l j + h)n− aj

lnϕ
+ o(n).

To transform this into the form given in the statement of Theorem 5 we note from
Lemma 12 thatl j = logϕ n−logϕ K . From the same lemma we also have thataj+1−aj =
o(ϕl j ) so if aj ≤ n < aj+1, thenn− aj = o(ϕl j ) = o(n). Combining these facts proves
that, for alln,

C(Tn) = n logϕ n+
(

h− logϕ K − 1

lnϕ

)
n+ o(n)

and we have completed the proof for the irrational case.
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6.3. The Rational Case. We now analyze the rational case. We assume that theci ’s
are all positive integers with gcd(c1, . . . , cr ) = 1. At the end of this section we quickly
discuss what happens when this is not the case.

We note that, by Lemma 2, the assumption of gcd(c1, . . . , cr ) = 1 implies that∃J
such that,∀ j > J, l j+1 − l j = 1. We start the analysis by using this fact to specialize
Lemma 10 for the rational case:

LEMMA 14. For aj ≤ n ≤ aj+1,

C(Tn) = C(Taj )+ (n− aj )(l j + 1+ bhc)+ X (n− bj ){h} + O(1),

where

X (θ) =
{
θ, if θ > 0;
0, otherwise.

PROOF. We assume thatj is large enough so thatl j+1 = l j + 1. Otherwise, theO(1)
term in the expression will absorb the cost of the tree. There are three cases:

1. aj ≤ n ≤ bj . From (21) of Lemma 10,

C(Tn) = C(Taj )+
n−aj∑
i=1

depth(ui ),

where theui are in the set

Bj \Aj = {v ∈ LEAF(Vmj ): l j + h < depth(v) ≤ l j+1+ h}.

Using the fact thatl j+1 = l j + 1 we have that,∀i, depth(ui ) = l j + 1+ bhc. Thus

C(Tn) = C(Taj )+ (n− aj )(l j + 1+ bhc).(37)

In particular,

C(Tbj ) = C(Taj )+ (bj − aj )(l j + 1+ bhc).(38)

2. bj < n < aj+1 with n= bj + p(k− 1)+ q, 0≤ q < (k− 1). From (23) and (24)
of Lemma 10,

C(Tn) = C(Tbj )+ (p(k− 1)+ q)(l j+1+ h)+ O(1).

Combining this with (38),

C(Tn) = C(Tbj )+ (p(k− 1)+ q)(l j+1+ h)+ O(1)

= C(Taj )+ (bj − aj )(l j + 1+ bhc)+ (p(k− 1)+ q)(l j+1+ h)+ O(1)

= C(Taj )+ (n− aj )(l j + 1+ bhc)+ (n− bj )bhc + O(1)

= C(Taj )+ (n− aj )(l j + 1+ bhc)+ X (n− bj ){h} + O(1).
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3. n = aj+1. Recall from Theorem 1 thatTaj+1 is obtained fromTbj by making all leaves

of depthl j+1 into internal nodes withk children. Sinceh = (1/(k− 1))
∑k

i=1 ci , we
have

C(Taj+1) = C(Tbj )+
aj+1− bj

k− 1

(
k∑

i=1

ci + (k− 1)l j+1

)
= C(Taj )+ (bj − aj )(l j + 1+ bhc)+ (aj+1− bj )(l j+1+ h)

= C(Taj )+ (aj+1− aj )(l j + 1+ bhc)+ (aj+1− bj ){h}(39)

= C(Taj )+ (aj+1− aj )(l j + 1+ bhc)+ X (aj+1− bj ){h}.(40)

To employ the previous lemma successfully we need better expressions foraj , bj , and
C(Taj ).

LEMMA 15. Let j ≥ 0 be an integer. Then

aj = Kϕl j + O(ρl j ),

bj = Kϕl j+R+ O(ρl j ),

C(Taj ) = (l j + 1+ bhc)aj − 1

ϕ − 1
Kϕl j+1+ {h} k− 1

c(1− ϕ−1)
ϕl j + O(ρl j ),

whereρ < ϕ and K, R, and A are as defined in Theorem5:

K = 1

c(1− ϕ−1)

(
ϕbhc −

k∑
i=1

ϕbhc−ci + (k− 1)

)
,

A = (k− 1)

c(1− ϕ−1)K
, R= logϕ((1− A)ϕ + A).

PROOF. Recall from Theorem 2 that

F(l j ) = 1

c(1− ϕ−1)
ϕl j + O(ρl j )(41)

for someρ < ϕ. Plugging this into (25) in Lemma 11 we find that

aj =
∫ l j+h

l j

d F(x)−
k∑

i=1

∫ l j+h−ci

l j

d F(x)

= F(l j + h)− F(l j )−
k∑

i=1

(F(l j + h− ci )− F(l j ))

= F(l j + h)+ (k− 1)F(l j )−
k∑

i=1

F(l j + h− ci )

= Kϕl j + O(ρl j ).
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Again from Theorem 2

bj =
∫ l j+1+h

l j

d F(x)−
k∑

i=1

∫ l j+1+h−ci

l j

d F(x)

= F(l j + 1+ h)− F(l j )−
k∑

i=1

(F(l j + 1+ h− ci )− F(l j ))

= F(l j + 1+ h)+ (k− 1)F(l j )−
k∑

i=1

F(l j + 1+ h− ci )

= Kϕl j+1− 1

c(1− ϕ−1)
(ϕ j+1− ϕ j )+ O(ρl j )

= Kϕl j

((
1− (k− 1)

c(1− ϕ−1)K

)
ϕ + c(k− 1)

c(1− ϕ−1)K

)
+ O(ρ j )

= Kϕ j+R+ O(ρ j ).

Finally, returning yet again to Theorem 2, recall that

C(Taj ) = (l j + h)aj −
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx.(42)

To proceed we need the fact thatF(x) only changes at integral valuesx = l j . Thus,
∀x, F(x) = F(bxc) and, for anyδ > 1, we have∫ l j+δ

l j

F(x)dx =
l j+bδc−1∑

t=l j

F(t)+ {δ}F(l j + δ).

Continuing yields that

−
∫ l j+h

l j

F(x)dx+
k∑

i=1

∫ l j+h−ci

l j

F(x)dx

= −
l j+bhc−1∑

t=l j

F(t)+
k∑

i=1

l j+bhc−ci−1∑
t=l j

F(t)− {h}
[

F(l j + h)−
k∑

i=1

F(l j + h− ci )

]

= (1− {h})aj −
l j+bhc∑
t=l j+1

F(t)+
k∑

i=1

l j+bhc−ci∑
t=l j+1

F(t)+ {h}(k− 1)F(l j ).

Substituting this back into (42) gives

C(Taj ) = (l j + 1+ bhc)aj −
l j+bhc∑
t=l j+1

F(t)(43)

+
k∑

i=1

l j+bhc−ci∑
t=l j+1

F(t)+ {h}(k− 1)F(l j ).
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Now, using the expansion forF(x) in (41),

C(Taj ) = (l j + 1+ bhc)aj −
l j+bhc∑

t=l j j+1

F(t)+
k∑

i=1

l j+bhc−ci∑
t=l j j+1

F(t)+ {h}(k− 1)F( j )

= (l j + 1+ bhc)aj − 1

c(1− ϕ−1)

l j+bhc∑
t=l j+1

ϕt

+ 1

c(1− ϕ−1)

k∑
i=1

l j+bhc−ci∑
t=l j+1

ϕt + {h} k− 1

c(1− ϕ−1)
ϕl j + O(ρl j )

= (l j + 1+ bhc)aj − 1

c(1− ϕ−1)

ϕl j+bhc+1− ϕl j+1

ϕ − 1

+ 1

c(1− ϕ−1)

k∑
i=1

ϕl j+bhc−ci+1− ϕl j+1

ϕ − 1

+ {h} k− 1

c(1− ϕ−1)
ϕl j + O(ρl j )

= (l j + 1+ bhc)aj − 1

ϕ − 1
Kϕl j+1+ {h} k− 1

c(1− ϕ−1)
ϕl j + O(ρl j ),

proving the lemma.

The last piece we need is a crude bound on the difference in costs between trees.
Essentially it says that adding a node at thel j th level will contribute a cost ofO(l j ).

LEMMA 16. Let j be such that aj < n2 ≤ aj+1 and suppose n1 < n2. Then

C(Tn2)− C(Tn1) = O(l j (n2− n1)).

PROOF. We first assume thatn1 = n, n2 = n+ 1. This implies thataj ≤ n < n+ 1≤
aj+1 so, by Lemma 14, we have

C(Tn+1)− C(Tn) = ( j + 1+ bhc)+ X (n+ 1− bj )− X (n− bj )+ O(1).

SinceX (n+ 1− bj )− X (n− bj ) ≤ 1,

C(Tn+1)− C(Tn) = O(l j ).

Therefore, foraj < n2 ≤ aj+1 andn1 < n2,

C(Tn2)− C(Tn1) =
n2−1∑
n=n1

(C(Tn+1)− C(Tn))

= (n2− n1)O(l j )

= O(l j (n2− n1)).



Lopsided Trees, I: Analyses 285

Combining the previous facts permits us to prove the correctness of the theorem for ra-
tionally related(c1, . . . , cr )such that theci ’s are all positive integers with gcd(c1, . . . , cr )

= 1. To do this recall that, from Lemma 15, we know thataj = Kϕl j + O(ρ j ). Set

a′j = Kϕl j .(44)

Then|aj − a′j | = O(ρ j ). Now supposea′j ≤ n < a′j+1. Then

l j = logϕ
a′j
K
=
⌊

logϕ
n

K

⌋
, ϕl j = n

K
ϕ−{logϕ(n/K )}.(45)

Again, from Lemma 15, recall thatbj = Kϕl j+R+ O(ρ j ). Set

b′j = Kϕl j+R.(46)

Then

b′j = nϕR−{logϕ(n/K )}, bj − b′j = O(ρ j ).(47)

We are assuming thata′j ≤ n < a′j+1. To prove the theorem we need to treat the three
cases

aj ≤ n ≤ aj+1, n < aj , aj+1 < n

separately.
Case1: aj ≤ n ≤ aj+1. From Lemma 14 we have that

C(Tn) = C(Taj )+ (n− aj )(l j + 1+ bhc)+ X (n− bj ){h} + O(1)

= C(Taj )+ (n− a′j )(l j + 1+ bhc)+ X (n− b′j ){h} + o(ϕl j ),

where we are using the fact that

n− bj = n− b′j + (bj − b′j ) = n− b′j + O(ρl j ).

Case2: n < aj . In this casea′j ≤ n < aj , implying thatn− a′j < a′j−> aj = O(ρl j ).
Thus, using Lemma 16,

C(Tn) = C(Taj )+ (C(Tn)− C(Taj ))

= C(Taj )+ O(l j (n− a′j ))

= C(Taj )+ O(l jρ
l j )

= C(Ta′j )+ (n− aj )(l j + 1+ bhc)+ X (n− b′j ){h} + o(ϕl j ).

Case3:aj+1 < n. In this caseaj+1 ≤ n < a′j+1, implying thatn−aj+1 < a′j+1−aj+1 =
O(ρl j ). We attack this in two steps. The first one is quite similar to the previous case:

C(Tn) = C(Taj+1)+ C(Tn)− C(Taj+1)

= C(Taj+1)+ O(l j+1(n− aj+1))

= C(Taj+1)+ O(l jρ
l j ).
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Now note that, from Lemma 14,

C(Taj+1) = C(Taj )+ (aj+1− aj )(l j + 1+ bhc)+ X (aj+1− bj ){h} + O(1).

Since

aj+1− aj = n− aj + (aj+1− n) = n− aj + o(ϕl j )

and

aj+1− bj = n− b′j + (aj+1− n)+ (bj − b′j ) = n− b′j + o(ϕl j )

we have

C(Tn) = C(Taj )+ (n− aj )(l j + 1+ bhc)+ X (n− b′j ){h} + o(ϕl j ).

Combining cases 1–3 above we find that we have proven,for all n, satisfyinga′j ≤
n < a′j+1, that

C(Tn) = C(Taj )+ (n− aj )(l j + 1+ bhc)+ X (n− b′j ){h} + o(ϕl j ).

To complete the theorem we substitute the values forC(Taj ), aj , andbj found in
Lemma 15 and use (16) to find

C(Tn) = (l j + 1+ bhc)aj − 1

ϕ − 1
Kϕl j+1+ {h} k− 1

c(1− ϕ−1)
ϕl j

+ (n− aj )(l j + 1+ bhc)+ X (n− b′j ){h} + o(ϕl j )

= (l j + 1+ bhc)n− 1

ϕ − 1
ϕ1−{logϕ(n/K )}n

+ {h}AKϕl j + {h}X (n− b′j )+ o(ϕl j ).

To simplify this equation note thatX (θ) = X (−θ) + θ and thatX (nθ) = nX (θ).
Thus

{h}X (n− b′j ) = {h}
(

n− b′j + nX
(

1− b′j
n

))
= {h} (n− b′j + nX

(
1− ϕR−{logϕ(n/K )})) .

Also

AKϕl j − b′j = AKϕl j − Kϕl j+R

= Kϕl j (A− ϕR)

= Kϕl j [ A− ((1− A)ϕ + A)]

= Kϕl j+1[1− A].

Finally,

l j =
⌊
logϕ(n/K )

⌋
= logϕ n− logϕ K −

{
logϕ

n

K

}
.
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Combining everything we find that

C(Tn) = n logϕ n+
[
h+ 1− logϕ K −

{
logϕ

n

K

}
− 1

ϕ − 1
ϕ1−{logϕ(n/K )}

]
+ {h}Kϕl j+1[1− A] + {h}X (1− ϕR−{logϕ(n/K )})n

= n logϕ n+
[
h+ 1− logϕ K −

{
logϕ

n

K

}
− 1

ϕ − 1
ϕ1−{logϕ(n/K )}

]
+ {h}(1− A)ϕ1−{logϕ(n/K )} + {h}X (1− ϕR−{logϕ(n/K )})n.

Thus

C(Tn) = n logϕ n+ B
({

logϕ
n

K

})
n+ D

({
logϕ

n

K

})
n+ o(n),

whereB(θ) and D(θ) are periodic functions with period 1 as defined in the theorem
statement.

Recall that we have been assuming that gcd(c1, . . . , cr ) = 1. We now quickly discuss
what happens if this is not the case. Suppose that(c1, . . . , cr ) = d(c1, . . . , cr ) where
gcd(c1, . . . , cr ) = 1, andd 6= 1. Then for every treeT with n leaves for(c1, . . . , cr )

there is a corresponding treeT̄ for (c1, . . . , cr )with dC(T) = C(T̄) and vice versa. The
correspondence is the natural one that mapsi th edges toi th edges. In particular, ifTn

andT̄n are respective optimal trees, thenC(T̄n) = d C(Tn). This is the statement of the
theorem so we are done.
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Appendix. Rational versus Irrational Formulas. Theorems 2 and 3 look rather
strange and seem to raise more questions than they answer. For example, to what does
the difference between rational and nonrational cases combinatorially correspond? Also,
why is the expression forL(x) in the rational case so different from that in the irrational
one? In the paragraphs that follow we attempt to answer these questions and provide the
reader with some intuition as to what is occurring.

First we deal with the combinatorial meaning. Recall that we have previously defined
l0, l1, l2, . . . to be the sequence of values at whichF(x) changes. Combinatorially, if the
(c1, . . . , cr ) are rationally related with gcd= d, then for all j large enough, we find
that l j+1 − l j = d. For example, ifr = 3 with (c1, c2, c3) = (1, 4

3,
3
2) = 1

6(6,8,9) so
d = 1

6 andl0, l1, l2, . . . is

1, 4
3,

3
2,

12
6 ,

14
6 ,

15
6 ,

16
6 ,

17
6 ,

18
6 ,

20
6 ,

21
6 ,

22
6 ,

23
6 ,

24
6 ,

25
6 , . . . .

The periodic termE(x) in the equation forL(x) is actually a corrective term that permits
us to write an equation valid for allx that still reflects the fact thatL(x) only changes at
values of the formx = md.
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If, though, the(c1, . . . , cr ) are not rationally related, then the spacing between suc-
cessivel j are not regular. For example, ifr = 2 and (c1, c2) = (1,

√
2), then the

sequence is

1,
√

2, 2, 1+
√

2, 2
√

2, 3, 2+
√

2, 1+ 2
√

2, 4, 3
√

2, 3+
√

2, 2+ 2
√

2, . . .

with lim(l j+1 − l j ) = 0. Thus for anyε > 0 no matter how small, there existsX such
that,∀x > X, Lλ(x − ε) < Lλ(x); asx increases,L(x) behaves more and more like
a smoothly growing function ofx and less and less like a jump function so there is no
periodic corrective term.

We can now discuss why the expressions forL(x) (and similarly forF(x)) are so
different. In order to simplify our statements we throw away the error terms and work
with

L̄(x) =
E(x)ϕx if (c1, . . . , cr ) is rationally related,

1− ϕ−c1

c lnϕ
ϕx otherwise.

We examine theinstantaneous rate of growthof L̄(x), i.e., how the growth rate of̄L(x)
changes withx. If the two types of expressions are really the “same” we expect this
value to be the same, irrespective of whether(c1, . . . , cr ) is rationally related or not.
Note first that if(c1, . . . , cr ) is not rationally related, then, sinceL̄(x) is a differentiable
function, the instantaneous rate of growth is simply

L̄ ′(x) = 1− ϕ−c1

c lnϕ
(lnϕ)ϕx = 1− ϕ−c1

c
ϕx.

Suppose, though, that(c1, . . . , cr ) is rationally related. As discussed above,L(x)
will only change at valuesx = md for integrald, i.e., for (m− 1)d < x < md we
find L(x) = L((m− 1)d) andL(x) has a jump of size2(ϕx) at valuesx = md. Thus
the derivative ofL̄(x) will not exist at these values ofx and is zero everywhere else. To
capture the instantaneous rate of growth atx = md we must calculate theaveragerate
of growth over the interval((m− 1)d,md] which will be

1

d
(L̄(md)− L̄((m− 1)d)) = 1

d

d(1− ϕ−c1)

c(1− ϕ−d)
(ϕmd− ϕ(m−1)d) = 1− ϕ−c1

c
ϕx.

We therefore see that the two different expressions for¯L(x), one for the rational case
and the other for the nonrational one, are the same in the very strong sense that they
grow at the same rate. It is actually the requirement that they grow similarly that makes
their equations appear different.
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