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Floating Point o

We need a way to@presentreal numbers

For example, we should be able to include:
3.14159256 = 1t (fraction)
2.71828 = e (fraction)
1.0 x 107 (very small)

3.15576 x 10%° (very large)

Computer arithmetic that supports such numbers
IS called floating point, becauseit representsnum-
bers in which the decimal point is not fixed, asit Is
for integers.
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Representation:

~ ™

* In general, floating point numbers ae of the brm:

(-1)° x F x 2F

 Increasingthe number of bits in E meansincreas-
Ing the range of numbers that can beapresented.

 Increasingthe number of bits in F meansincreas-
Ing the accuracy of numbers.

Thus, we should make a compromise between
these two values

« |EEE 754 floating point standard:

- single precision: 8 bit exponent, 23 bit significand

- double precision: 11 bit exponent, 52 bit significand
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Normalized Form B

A number in scientific notation which has no lead-
Ing O’s is called anormalized number.

In binary, the form is given as bllows:

1.XXXXXXo x 2YYYY

Practicality dictatesthat floating-point numbers be
compatible with the size of a wrd.
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. Representation in MIPS h

 The MIPS, and almostany computer, floating point
format, follows the IEEE 754 floating point stan-
dard. We needa standard sothat programs can be
easily ported acoss different computers.

 E has8 bits and F has23 bits. As a result,numbers
assmall as2.0x 1038 and numbersaslargeas2.0 x
10°8 can be epresented in a MIPS computer

The MIPS floating point representation is shown
below:

3130 23 22 1|0

S Significant

Exponent

1 bit 8 bits 23 bits

 Any numbers ou*tside that range will create an
overflow or underflow.
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. Representation in MIPS h

e Most computers,including MIPS, also have a dou-
ble precision floating-point arithmetic so that the
range and the accuracy of numbers is in@ased.

* In this case,64 bits (two MIPS words) are usedto
represent floating point numbers -

from 2.0 x 10398 t0 2.0 x 107308

S =1 bit
E =11 bits
F = 52 bits

N /
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" |EEE 754 floating-point stan- -
dard

In order to pack more bits into the significant,
IEEE 754 makes the leading 1 bit of normalized
binary numbers implicit.

* |In this casethe significant will be 24 bits long in sin-
gle precision(implied 1 and 23-bit fraction), and 53
bits long in double precision (1 + 52).

* |n this case, numbers ae represented asdllows:

(-1)° x (1 + significant) x 2F

 The bits of the significant representthe fraction
betweenO and 1 and E specifiesthe value in the
exponent field.

 |If the bits in the significant from left to right are sl,
s2, ..., then the slue is:

(-(1)Sx (L+(s1x2 )+ (s2x22) +(s2%x23)+...)x2F
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Example

s ™

Show the IEEE 754 representation of the number -
0.751n single precision and double precision.

Answer

- 0.75ten = - 0.1140
In scientific notation the value is -0.11,,, X 2° and in normalized
scientific notation it is -1.14,, X 2°L.
The general representation for single precision is:
(-1)° x (1 + significant) x 2(exponent-127)
Thus -1.14,, x 27 is represented as follows:

(-1)S x (1 + .1000 0000 0000 0000 0000 000,,,,) x 2(126 - 127)

1 01111110 1000 0000 0000 0000 0000 000 = 32 bits

The double precision representation is:
(-1)° x (1 +.1000 0000 0000 .... 0000 000y,,) x 2{1022 - 1023)

1 01111111110 0000000000000O0 ... 000 = 64 bits

N /
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Example

What decimal number is represented by this verd?
1 10000001 010000000000 ... 0000 = 32 hits

Answer

The sign bit = 1, the exponentfield contains 129, and

the significant field contains 1 x Z = 0.25.
Using the equation:

(-1)S x (1 + significant) x 2(exponent - 127)
= (-1)! x (1 + 0.25) x 2(129-127)
= (-1)} x 1.25 x 2
=-1.25%x4
=-5.0
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‘Basic Floating point Additio

N

« Add 2.01* 10 to0 3.11 * 16°
- Adjust exponentsothat 2.01* 10°% becomes.00201*
107
- -Then add 0.00201 to 3.11 tafm 3.11201

- Result is 3.11201 * 1¥

- Normalization may be neededif number is in IEEE
standard format. (Recall hidden 1.)

- Also needspecialhandling if result= ZERO or is too
small/ too largeto represent.(Theseare somefloating
point representation complexities to be discussed
later)

N /
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. Floating P oint Ad dition h

« Exactly what you do in primary school.

1. Compare the e xponents of the tw 0 number s. Shift the smaller

number to the right until its e  xponent w ould matc h the lar ger
exponent

¢

2. Add the significands

"y
3. Normaliz e the sum, either shifting right and Incrementing the
exponent or shifting left and decrementing the e  xponent

Overflow or
Underflow

4. Round the significand to the apporpriate n  umber of bits

Yes

No

Still normaliz ed?

Yes
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. Floating P oint Ad dition

\

Sign | Exponent | Significand Sign Exponent | Significand
Compare Exponents|
Exponent
diff erence
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* Shift smaller
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Contr ol Shift right N 9
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# Rounding Har dware
Y | Y Round
Sign Exponent Significand
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/Floating Point Complexities

\

Operations are somewhat more complicated (See
test)

 |n addition to overflow we can hae underflav

e Accuracy can be a big poblem

- rounding errors

- positive divided by zero yields “Not a Number” (NaN)

e Implementing the standard can be tricky
« Not using the standard can be wrse

- see text br description of 80 x 86 and pentium hg!

« The MIPS processorsupports the IEEE singleand
double precision brmats:

- Addition

add.s and add.d
- Subtraction

sub.s and sub.d
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. Chapter Four Summar vy

\

e Computer arthimetic is constrainedby limited pre-
cision

e Bit patterns have no inherent meaning but stan-
dards do exist

- two’s compliment
- IEEE 754 floating point

« Computer instructions determine meaning of the
bit patterns

« Performance and accuracy are important sothere
are many complexitiesin real machine( i .e ., algo-
rithms and implementations).
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