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ABSTRACT

We describe a generalization of stochastic transduction gram-
mars to be able to model continuous values, the first mod-
els to natively handle continuous-valued musical events
such as microtones while still gaining the advantages of
STGs for describing complex structural, hierarchically com-
positional inter-part relationships. Music transduction mod-
eling based on linguistic or grammatical models have com-
monly approximated continuous valued features like pitch
by quantizing them into discrete symbols, which represent
‘clean’ notes on a scale. The sacrifice is worthwhile for
modeling the learning of musical improvisation and ac-
companiment where musical sequences interact hierarchi-
cally at many overlapping levels of granularity; previous
work has shown in flamenco and hip hop how discrete
STGs allow each part to influence decisions made by other
parts while also satisfying contextual preferences across
multiple dimensions. We extend the modeling machin-
ery toward the many musical genres where contextual rela-
tionships between continuous values influence improvisa-
tional and accompaniment decisions. Illustrating using the
‘bent notes’ prevalent in blues, we show how continuous
STGs can be generalized from conventional discrete STGs
which have until now only been able to handle symbolic
events, thereby allowing musical signals to remain finely
represented as continuous values without crude quantiza-
tion into discrete symbols, while still retaining the ability
to model probabilistic structural relations between multi-
ple musical languages. We exemplify this new approach
in learning blues notes biases via a new polynomial time
algorithm for expectation-maximization training of contin-
uous SITGs (stochastic inversion transduction grammars),
a specific subclass of STGs that has already proven useful
in numerous applications in both music and language.

1. STOCHASTIC TRANSDUCTION GRAMMARS

To introduce continuous STGs (see Wu [4, 5] for details
of conventional STGs) we will generalize a step at a time
from context-free grammars, illustrating with the well-known
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twelve-bar blues form in which verses consist of three lines:
a first four bars, a second four, and a third four called a
turnaround. A stochastic context-free grammar could use
these syntactic rules to describe twelve-bar blues with the
first four in both basic [AA AA] and ‘quick to four’ [AD
AA] variants, biased by rule probabilities:

S → VERSE

S → [VERSES]

VERSE → [FIRST8 TURNAROUND]

FIRST8 → [FIRST4 SECOND4]

FIRST4 → [AA AA]

FIRST4 → [AD AA]

SECOND4 → [DD AA]

TURNAROUND → [ED AA]

AA → [A A]

AD → [A D]

DD → [D D]

ED → [E D]

Transduction grammars can generalize this bilingually
to express the relationship between, for example, a bassline
language and a vocal melody language. Rather than mono-
lingual grammars’ preterminal symbols, transduction gram-
mars instead have biterminals, bilingual preterminals rep-
resenting a relation between two lexical atoms from two
different languages. Let us further decompose the nonter-
minal A, which represents a single bar in the tonic, into a
finer grained series of frames—for simplicity eighth note
durations (but could use finer granularities):

A → [AT BU CV DW EX FY GZ H0]

AT → a/t

BU → b/u

CV → c/v

DW → d/w

EX → e/x

FY → f/y

GZ → g/z

H0 → h/ϵ

The preterminal AT, for instance, generates the biterminal
a/t which stands for a bassline language atom a, repre-
senting some bass note, that is associated with a melody
language atom t, representing some melodic note. The spe-
cial empty symbol ϵ, represents an absence or silence—for
example, the preterminal H0 generates the singleton biter-
minal h/ϵ which represents a standalone bassline note h
against which no melodic note occurs. Thus, the nontermi-
nal A simultaneously generates both the bassline abcdefgh
in language 0, and the melody tuvwxyzϵ in language 1.



Positional variation of musical phrases is common in
improvisational forms like blues, where melodic phrases
are often re-used or swapped into different positions within
the verses. Melodies from the first four are often re-used
or swapped into the second four instead, and vice versa.
Such swapping of positions of various chunks (a constant
phenomenon in natural language translation) are naturally
modeled using inversion transduction grammars or ITGs.
Earlier we saw the ordinary straight rule for FIRST8; we
can now add an alternative corresponding inverted rule where
the angle brackets invert the order for language 1:

FIRST8 → [FIRST4 SECOND4]

FIRST8 → ⟨FIRST4 SECOND4⟩

This says that for the same language 0 bassline generated
by the sequence of constituents FIRST4 and SECOND4,
the language 1 melodic phrase that was played against the
bassline of the FIRST4 could also be played against the
language 0 bassline of the SECOND4, and vice versa. As
a result, now the melody tuvwxyzϵ (generated in language
1 by the nonterminal A, which leads off FIRST8) can be
played not only against the bassline abcdefgh (generated
in language 0 again by the nonterminal A), but possibly
also against whatever bassline is generated in language 0
by the nonterminal D, which leads off SECOND8.

2. CONTINUOUS STG MODELS

Conventional STG models are limited to defining melodic
symbols like a and x as discrete notes in Western classical
scales, which is far from adequate for describing the micro-
tonal pitch values of the ‘bent notes’ characteristic of blues
(and many other non-Western genres). Bending pitches a
little, or a lot, creates very different musical effects.

Continuous STGs introduce a more realistic, native ap-
proach by replacing symbolic biterminals (pairs of discrete
symbols, like a/t) with continuous biterminals that instead
consist of a pair of continuous values x and y. The proba-
bility of lexical rules in which preterminals generate biter-
minals, for example bAT(a/t) ≡ P (AT → a/t | Φ) which
formerly had a scalar value, is replaced by probability den-
sity functions. Using independent Gaussians, we instead
define bAT(x/y) as:

1√
2πσ2

AT,0

e
−

(x−µAT,0)2

2σ2
AT,0 +

1√
2πσ2

AT,1

e
−

(y−µAT,1)2

2σ2
AT,1

For example, x can be used to represent a microtonal melodic
pitch, while y can be used to represent an exact bass pitch,
in Tracy Chapman’s twelve-bar blues ‘Give Me One Rea-
son’, a ‘quick to four’ blues consisting of seven vocal verses
(plus one instrumental verse). Figure 1 shows the melody’s
heavy use of bent notes as extracted with the Tony sys-
tem [3]; we converted the vocal melody and bassline into a
sequence of frames in language 0 and language 1 streams.

EM for continuous STGs estimates probabilities for
both syntactic and lexical transduction rules in our new al-
gorithm in O

(
n6

)
time. As all ITGs can be normalized

Figure 1. Example contour for a blues vocal melodic
phrase that is repeated in verses at alternate positional vari-
ants, with heavy use of microtonal ‘bent’ notes.

into an equivalent 2-normal form [4], we can simplify the
dynamic programming by assuming the SITG to be in 2-
normal form, though EM can also readily be implemented
for SITGs in arbitrary form. Unlike the inside-outside al-
gorithm for estimating parameters of monolingual SCFGs
[1, 2], our algorithm handles bilingual SITGs allowing po-
sitional variance and pdfs over pairs of continuous-valued
musical properties on two musical language streams.

This enables a broad range of new applications. In cases
where full or partial knowledge of the high-level structure
of musical forms is available, as with twelve-bar blues, we
estimate probabilities for the syntactic transduction rules
from unannotated data—a correlation that previously would
have been overlooked emerges, between the degree of melodic
bending and the bassline pitch. For the ‘same’ melodic
phrase, greater bending is associated with the tonic that in-
troduces the first four, compared with the subdominant that
introduces the second four (possibly arising from greater
dissonance in the latter case). In cases where no high-level
structure is unknown, as in [6], this provides the contin-
uous valued handling for the basic EM building block in
transduction grammar induction algorithms that automati-
cally analyze and extract the high-level structure. In either
case, simultaneously estimating the pdfs for lexical trans-
duction rules is both important for (a) anchoring estimation
of the syntactic transduction rule probabilities from contin-
uous data, and (b) automatically improving the modeling
of phenomena like microtonal pitches and volumes.

The trained continuous SITG can be used for accom-
paniment or improvisation, via a dynamic programming
based transduction algorithm similar to that in tree-based
machine translation [7] but again generalized to handle con-
tinuous values instead of discrete symbols. We can des-
ignate the melody (language 0) as the ‘output’ part to be
improvised against a human ‘input’ bassline (language 1),
or vice versa. We are presently investigating a number of
extensions to this approach.
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